Oct. 13, 2016 — Day 27

Nuclear Safety
Shutdown Safety Risk Condition:

YELLOW

The plant is YELLOW for Shutdown
Safety Risk Condition. Electrical power
sources are YELLOW.

Protected Train “A”

* NBO1 — 4,16 kV engineered safety
feature (ESF) bus

+ XNBO2/PAO201 — 4,16 kV ESF
fransformer and associated stub bus

* NGO01/03 — safety-related 480 V
switchgear

+ NNO1/03 — vital 120 V AC power supply

* NKO1/03 — vital 120 V DC power supply

* XMRO1/MA104D & E, start-up
transformer and associated relays
& associated stub bus

*« West switchyard bus

« A emergency diesel generator
* A spent fuel pool cooling pump
+ A component cooling water

* A essential service water

» SGKO5A — Class 1E electric
equipment HVAC

* SGKO4A — control room HVAC

Critical & Important Path

Activities Due Next 24 Hours

» Perform non-destruction examination
of reactor vessel bottom nozzles and
J-welds

« "B" frain emergency diesel generator
24-hour loaded run

The Emergent Issues Team
(EIT) is continuing to work
through a plan for addressing the
reactor vessel head following the
leak on the core exit thermocouple
nozzle assembly (CETNA). The
plan includes removing 14 control
tod drive mechanism coil stacks
and 13 dummy cans to remove
boron accumulation and install
canopy seal weld clamps.

The coil stack assemblies are
part of the control rod drive
mechanism and includes a set
of coils that generate magneric
fux. They are delicate and require
special care when cleaning,
Dummy cans are used to cap
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spare penetrations on the reactor
vessel head not required for
operation.

The team will also conduct
ultrasonic volumetric testing
under the reactor head. The rest
will look ar penetrations which
could not be visually inspected
from above due to the residue caused by the leak from CETNA #77. This will provide
positive confirmation thart there is no leakage coming from the reactor vessel head.

Following removal of the coil stacks and the under-head inspection, clamps will be
installed on the location of the leaking canopy seal weld, penetration #77, and four
additional spare locations. The four spare penetrations being clamped were identified
as the most susceptible to future leakage based on internal and external operating

he Emereent lisues leam is working a plan to remove contro,
The Emengent Jssues 1 king a plan 1 trol
rod drive mechanism coil stacks and dummy cans on spare
penetrations to address the reactor head issues.

experience and vendor recommendations. The plan is to complete these activities
within the water jet peening window.

Update on outage activities

The plant is defueled. The safety shutdown risk remains Yellow due to the east
switchyard bus being out of service.

Critical path continues through non-destructive examination of the reactor vessel
bottom nozzles and j-welds. A total 26 nozzles have been examined as of this morning,
Over the last shift, the “B"train essential service water flow balance and pump tests
were completed. Maintenance completed repairs to the “B” emergency diesel generator
fuel injector #12. They will make adjustments to injector #7 and the 24-hour loaded

run of the diesel will follow.
Also on important path work for today is the switchyard outage #3 and post-

“Update” continued on page 2.
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“Update” continued from page 1. Employees Association store
maintenance testing on SGKO5B. The “A” train essential The Employees Association gift store, located on the first
service water piping to the containment coolers is more than  flgor of the Edward McCabe Building, will be open from 11
60 percent complete. Teams completed installation of the p-m. to | a.m. tonight to accommodate those on night shift.
insulation on “B” train overnight. The insulation for the “B” Outage t-shirts (four designs) and hooded sweatshirts (two

component cooling water heat exchanger is expected to be
complete today as well.

designs) are now available, in addition to RF21 coffee mugs.
We also have a large selection of jackets, shirts, hats and other
items.

RF21 Quality snapshot

Quality Assurance continues to conduct oversight activities

in support of RF21. Areas observed during the reporting Refuel 21 Goals

period from Oct. 4 through Oct. 11 include eddy current Goal Actual

testing, material storage, housekeeping, Radiation Protection

Controls, temporary equipment, reactor vessel head emergent Safety

issues teamn (EIT) acrivities, CAP activities, Security activities, Personnel

anfassortment of Maintenance group activities and industrial Recordable or Greater Injuries ] 0 | 0

safety observations. -
During this reporting period, QA completed 42 surveillances Rlagleitn (M pi s Sl RS SO

and initiated 12 condition reports. These activities identified Elevating to Orange or Red 9 P

several positive behaviors and deficiencies/weaknesses. Elevating to Yellow <2 0
The following are a few of the positive behaviors identified Radiological

during this period: Radiation Exposure <GOR 50.017 R
* EIT efforts are moving forward with safery and diligence | PCEs <3 0

being emphasized and practiced.

* Good use of human performance tools Human Performance

* Excellent demonstration of Own It in maintaining focus Site Event Clock Resets
on industrial safety Site Event Clock Resets | 0 0
* Good radiological work practices Foreign Material Exclusion
There were also several deficiencies/weaknesses identified T ;
: - - ' B ; . i Significant Events 0

during this reporting period. Quality identified issues with II e
housekeeping, confined space permit errors, control of Vainerahilicies |
temporary equipment, fire impairment permit issues, procedure | Conditions <15
issues, transient material control and equipment removal Reliability
mggmg' Scope Completion ‘ > 98% | 49.41%

All identified deficiencies were discussed with the appropriate
personnel, with some issues being promptly corrected. The Efficlency (Cost Competitiveness)

Quality team initiated CRs to document the identified Schedule Duration
deficiencies. Scheduled Duration | <62d. | 27 d.

Incremental O&M Cost (Excluding Fuel)
wo‘t Creek WI N c hqpter Incremental O&M Cost (actual projecred) J < $45.7M $46.9M

to hold bake sale Oct. 14 Scope Flux

The Wolf Creek chapter of Women in Nuclear will hold a ScopeBlux =~ | stow | 1%
bake sale on Friday, Oct. 14, for both day shift and night shift.
The goods will be available for sale from 11 a.m. to 1 p.m.
and 11 p.m. to 1 a.m. in the back of the Heartland Cafe. The
proceeds will benefit a charity to be determined at a later date.
The chapter is still accepting volunteers to bring items for
the sale. If you would like to donate something, contact Linda
Cole via email.
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PURPOSE

The purpose of this procedure is to outline the requirements of
the type A, B, & C leakage rate tests required by 10CFR30,
Appendix J, Option B, and Regulatory Guide 1.163.

SCOPE

This procedure supports Technical Specification surveillance
requirement 3.6.1.1 and Technical Specification 5.5.16, by
denoting the performance, frequency, and acceptance criteria for
Type A, B, and C leakage rate testing.

This procedure supports Technical Specification surveillance
requirements 3.6.3.6 and 3.6.3.7 by denoting the performance,
frequency and acceptance criteria for the leakage rate testing
of the 36-inch containment shutdown purge supply and exhaust
isolation valves and the associated flanges.

This procedure supports Technical Specification 3.6.3.7 by
denoting the performance, frequency and acceptance criteria for
the leakage rate testing of the 18-inch containment mini-purge
supply and exhaust isolation wvalves.

This procedure supports Technical Specification surveillance
requirements 3.6.2.1 by denoting the performance, frequency and
acceptance criteria for the leakage rate testing of the
containment air locks.

REFERENCES AND COMMITMENTS

References

S (U Code OF Federal Regulations, Title 10, PART 50,
Appendix J, Option B, LEAKAGE RATE TESTING OF
CONTAINMENT OF LIGHT WATER COOLED NUCLEAR POWER PLANTS.

) NEI 94-01, INDUSTRY GUIDELINE FOR IMPLEMENTING
PERFORMANCE-BASED OPTION OF 10CFR50, APPENDIX J,
REVISION 0

3ol NRC NUREG-1493, PERFORMANCE-BASED LEAK-TEST PROGRAM

3..1.4 Regulatory Guide 1.163, PERFORMANCE-BASED CONTAINMENT
LEAK-TEST PROGRAM, September 1995

i I O American National Standard Institute, ANSI N45.4-1972,
LEAKAGE RATE TESTING OF CONTAINMENT STRUCTURES FOR
NUCLEAR REACTORS.

;B [ < American National Standard Institute, ANSI/ANS 56.2,

1976/ANSI N271-1970, CONTAINMENT ISOLATION PROVISIONS
FOR FLUID SYSTEMS
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£, o American National Standards Institute, ANSI/ANS 56.8-
1994, CONTAINMENT SYSTEM LEAKAGE TESTING REQUIREMENTS

3.1.8 Updated Safety Analysis Report, Section 6.2

5 WCGS Technical Specifications

3. 1. 10 Institute of Electrical and Electronic Engineers, IEEE
317-1976, STANDARD FOR ELECTRIC PENETRATION ASSEMBLIES
IN CONTAINMENT STRUCTURES FOR NUCLEAR POWER STATIONS

B dadil Project Specification C-153, TECHNICAL SPECIFICATION
FOR FURNISHING, FABRICATING AND DELIVERING THE REACTOR
BUILDING ACCESS HATCHES FOR THE SNUPPS

) I AP 21G-001, CONTROL OF LOCKED COMPONENT STATUS

= 0 . AP 29B-003, SURVEILLANCE TESTING

0 Letter AD 87-0343, Reportability of Containment Leakage
Rates

e e Letters WO 85-0187, ES 96-0021, ES 96-0028 and ES 96-0058

Faiks 16 Licensee Event Report 96-015-01

P B Calculation GP-M-001

3k a'18 AP 21D-004, CONTROL OF CONTAINMENT PENETRATIONS DURING
SHUTDOWN OPERATIONS

3.1.519 AP 23M-001, WCGS MAINTENANCE RULE PROGRAM

3:.1.20 WCGS Technical Requirements Manual

. e I STS PE-265, CONTAINMENT STRUCTURE SURFACE INSPECTICN

3.1,.22 Amendment No. 152

3.F%:23 PIR 2007~-000743, PMT Reqguirement Not Clear

3.1.24 PIR 2007-001784, Recommend Lower Administrative Limit

3.1.25 CR 2007-002311, Action 5152, QH Assessment # 1359

1. 25 CR Action 00021298-02-04, KCV0478 Administrative Limit

3.1.27 CR 00095135-01-02, Align AP 29E-001 with surveillance
procedures.

Commitments

i o NRC Inspection Report 92-09, (RCMS 92-122)

32 PIR 97-0379 (LER 97-004), (RCMS 97-060)

3.2.3 PIR TS 87-0255, (RCMS 87-068)
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4.

3

2.4

PIR 2001-1869, Addition of KAV0218 to the Program

DEFINITIONS

Types of Tests:

4.

4.

Lgd,

il S

4.1.4

I

4

s Bt

Type A Tests:

1. Type A tests measure the containment system overall

integrated leakage rate under conditions
representing design basis accident containment
pressure and systems alignments.

Type B Tests:

1. Type B tests detect or measure leakage across
pressure-containing or leakage limiting boundaries
other than valves, such as:

a. Containment penetrations whose design
incorporates resilient seals, gaskets, sealant
compounds, expansion bellows, or flexible seal
assemblies;

b. Seals, including door operation mechanism
penetrations which are part of the primary
containment system;

c. Doors and hatches with resilient seals or
gaskets except for seal welded doors.

Tvpe € Tests:

1. Type C tests measure containment isolation valve
leakage rates.

Hydrogen Analyzer System Leakage Tests:

1. The hydrogen analyzer system leakage tests detect
or measure leakage across the pressure-containing
or leakage limiting boundaries of the hydrogen
analyzers and the related piping and tubing.

The calculated peak containment internal pressure
related to the design basis accident (48 pounds per
square inch - gauge).

The maximum allowable containment leakage rate at
pressure P, (0.20 weight percent per day).
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4.4 Containment Operability:

4.4.1 Containment operability exists when the following
containment leakage rate limits are met:

1. The overall integrated containment leakage rate
shall be less than or equal to 1.0 La (420,000
sccm) at all times when contailnment operability is
required.

2. The combined type B and C as-found leakage rate,
determined on a minimum pathway leakage rate basis,
shall be less than or equal to 0.6 La (250,000
sccm) at all times when containment operability is
required.

4.4.2 Containment operability is required during Modes 1, 2,
3 and 4.

4.5 Containment Closure:

4.5.1 Containment closure exists when the following
conditions are met.

1. Penetrations subjected local leak rate testing
during periods requiring containment closure must be
closed in a manner which prohibits direct access
between the containment atmosphere and outside
atmosphere.

2. Closure shall be accomplished during local leak rate
testing by a closed containment isolation valve,
manual valve or an approved functiocnal equivalent.

482 Containment closure is required during core alterations
or movement of irradiated fuel within the containment.

4.6 As-Found Leakage Rate

4.6.1 The leakage rate prior to any repairs, modifications,
or adjustments to the leakage barrier being tested.

4.7 As-Found Testing

e 1 Leakage rate testing performed after some period of
normal service conditions and prior to any repairs,
modi fications, or adjustments.

4.8 As-Left Leakage Rates

| The leakage rate following any repairs, modifications,
or adjustments to the leakage barrier being tested.
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As-Left Testing

4.9.1

Leakage rate testing performed following repair,
modification, or adjustment.

Minimum Pathway Leakage Rate (MNPLR)

4.10.1

The minimum leakage rate that can be attributed to a
penetration leakage path (e.g., the smaller of either
the inboard or outboard barrier’s individual leakage
rates). The pathway’s MNPLR can be determined by one
half of the total measured leakage rate when tested by
pressurizing between the inboard and outboard barriers.

Maximum Pathway Leakage Rate (MXPLR)

1SRG 5 i |

The maximum leakage rate that can be attributed to a
penetration leakage path. The MXPLR is the larger, not
the total, leakage of two valves in a series tested
individually (e.g., the larger of either the inboard or
outboard barrier’s individual leakage rate).

RESPONSIBILITIES

Manager Engineering Programs is responsible for the Containment
Leakage Rate Testing Program.

Supervisor Predictive is responsible for overseeing that the

required
Appendix
Siae

53,2

9343

943D

containment leakage testing is performed.
J Program Owner is responsible for:

Maintaining the Containment Leakage Rate Testing
Program.

Determining testing requirements of components subject
to type A, B and C testing.

Compiling results from type A, B and C tests and
verifying that all leakage rates are within the limits
contained in the Containment Leakage Rate Testing
Program.

Determining the administrative leakage limits and
performance-based testing frequencies utilized in the
Containment Leakage Rate Testing Program.

Trending penetration/component leakage rates to
determine if testing frequencies or administrative
leakage limits should be evaluated.

Planning and scheduling of type A, B and C testing and
the related activities.

Ensure contingency evaluations and work orders are in
place for high risk tests (LLRT’s more likely to fail).
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6.0 PROCEDURE

641 Refer to the Technical Specification Limiting Condition for
Operation listed for the following conditions:

o e LCO 3.6.1 - Containment operability not maintained.

6.1.2 LCO 3.6.3 and LCO 3.6.1 - Combined type B and C leakage
exceeding the allowable.

s LCC 3.6.3 and LCO 3.6.1 - Purge valve leakage exceeding
the allowable.

6. LCO 3.9.4 - Containment closure not maintained.

B.1.5 LCO 3.6.2 and LCO 3.6.1 - Containment air lock leakage
exceeding the allowable.

6.2 Testing Requirements:
6241 Type A Testing

1. A type A test is required under the performance-
based test frequency.

2. A type A test shall be performed after any repair,
modification, or adjustment activity, if the
activity affected the containment’s leak tightness.
If the repaired, modified, or adjusted area is able
to be type B or C tested then a type B or C test
may be performed in lieu of a type A test.

G622 Type B As-Found Testing (Excluding Containment Air
Locks)

l. An as-found test is required if any of the
following apply:

a. Testing is required under the performance-based
test frequency.

b. Prior to any repair, modification, or adjustment
activity, if the activity would affect the
penetration’s leak tightness. The opening of
type B penetrations such as the equipment hatch
or the fuel transfer tube is not considered a
repair, modification, or adjustment activity
thus as-found testing prior to opening is not
required.
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6.2,

6.2.

6.

6.

6.

2.

2

4

2.5

6

Type B As-Left Testing (Excluding Containment Air
Locks)

12

An as-left test is required following
re-establishment of the pressure-containing or
leakage-limiting boundary or after any repair,
modification, or adjustment activity, if the
activity affected the penetration’s leak tightness.

Type C As-Found Testing

Ain

An as-found test is required 1f either of the
following apply: [3.2.3]

a. Testing is required under the performance-based
test frequency.

b. Prior to any repair, modification, or adjustment
activity, if the activity would affect the
valve'’s leak tightness. Guidelines for
maintenance activities that could affect a
valve’s leak tightness are outlined in
ATTACHMENT C. [3.2.3]

Type C As-Left Testing

Lo

An as-left test is required following any repair,
modification or adjustment activity, if the
activity affected the valve’s leak tightness.

Guidelines for post maintenance type C testing are
outlined in ATTACHMENT C. [3.2.3]

Containment Air Lock As-Found Testing

a. As-found testing is required under the
performance-based test fregquency.

Containment Air Lock As-Left Testing

i

As-left testing is required following repair,
modification, or adjustment activity, if the
activity affected the alr lock’s leak tightness.

As-left testing at P, may be performed on the
affected area or component in lieu of the overall
air lock test (e.g., shaft seals, equalizing
valves) .
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6.2.7

Hydrogen Rnalyzers System Leakage Testing
1. The hydrogen analyzer system leakage testing shall
be performed following repair, modification, or
adjustment activity, if the activity affected the
hydrogen analyzer system’s leak tightness. [3.2.2]

6.3 Administrative Leakage Limits
e o Performance-based administrative leakage limits shall
be established for each type B and C tested component

(except for the components noted in Step 6.3.1.5 below)

prior to the performance of testing. The administrative

limits assigned to each component should be specified
such that they are an indicator of potential valve or
penetration degradation.

1. Performance-based administrative limits for type B
tested components are based on previous historic
leakage rates.

2. Performance-based administrative limits for type C
tested components are determined by utilizing
service factors for each component. A base limit
of 60 scem (80 sccm for check valves) is assigned
to each component and a multiplier for each service
factor is applied. Starting with the base limit
each multiplier is applied to the results of the
prior multiplier.

EXAMPLE
(60) (system fluid) (cycle frequency) (valve type) (size)
(operator) = Administrative Limit

3. The following table lists the service

the associated multiplier.

factors and

Service Factor Table

Multiplier | System Fluid Cycle Freguency | Valve Type | Size Operator

1 Nitrogen/Alr None Ball Up to 1” Check

2 Component Cooling Infrequently Globe >1" To 6" Motor
Water/Reactor Grade Water

3 Essential Service Water Frequently Gate 5 ko 8" Solenoid

4 Equipment /Floor Drain/Sumy Diaphragm *10” to 14” | Air
Water, Steam

5 Butterfly al4 Manual

6 Check
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4. Performance-based administrative limits are

6.

6.

3.

i

2

specified in Attachment A of this procedure.

5. The leakage limits for components and/or
penetrations which are not eligible for
performance-based testing due to Technical
Specification limits and/or refueling requirements
are also listed in Attachment A and noted as such.
The leakage limits listed for these components
and/or penetrations are either Technical
Specification limits or administrative limits
assigned using the performance-based methodology,
however, the performance-based testing requirements
are not applicable to these components and/or
penetrations.

The administrative limits specified in Attachment A for
the hydrogen analyzer system leakage testing are based
on previous historic leakage rates.

1. The administrative limits for the hydrogen analyzer
system leakage tests shall be utilized to adjust
the type A test results. [3.2.2]

2. The hydrogen analyzer system leakage rate shall be
less than the administrative limit specified in
Attachment A prior to the hydrogen analyzer system's
return to service.

The administrative limit specified in Attachment A for
KCV0478 on Penetration P-67 has been changed, refer to
CR Action 00021298-02-04 for details.

4 Performance Based Testing Frequencies

6.

4.

1

Periodic type A test shall be performed at an initial
test frequency of at least once per 48 months. Upon
completion of two consecutive periodic type A test with
leakage within the performance leakage rate the test
frequency may be extended to at least once in ten
years. Elapsed time between the two consecutive
satisfactory tests used to determine performance
criteria shall be at least 24 months.

1. The type A test performance leakage rate shall be
less than 1.0 La.

2. An extension of the test frequency for up to 15
months is allowed in cases where refueling
schedules have been changed to accommodate other
factors.
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6.

6.

4.

4.

o

A

3

The visual examination of containment concrete surfaces
outside containment and steel liner plate inside
containment to fulfill the requirements of 10 CFR 50,
Appendix J, Option B testing, will be performed in
accordance with the requirements and frequency
specified by ASME Section XI Code Subsections IWE and
IWL, except where relief has been authorized.

The original performance based testing frequencies for
type B and C tests were determined by an assessment of
containment penetration and valve performance. That
assessment considered factors, such as past component
performance, maintenance history, service environment,
design and safety significance. Form APF 29E-001-01,
CONTAINMENT PENETRATION AND VALVE PERFORMANCE
ASSESSMENT was used for the assessment and can be

used to re-assess testing frequencies.

Nuclear Energy Institute (NEI) 94-01 provides guidance
for determining testing frequency of Type B and C
tests. Testing freguency changes shall be documented in
the Post Outage Report each operating cycle.

Type B test shall be performed at an initial test
frequency of at least once per 30 months(except for the
containment air locks). Upon completion of two
consecutive periodic as—-found test within the
administrative limit the test frequency for type B test
may be extended up to 60 months. Elapsed time between
the two consecutive satisfactory test used to determine
performance shall be 24 months or the refueling cycle.

1. Type B test frequencies(except for the containment
air locks) may be extended up to a maximum of 120
months upon completion of three consecutive
periodic as-found test within the administrative
limits. Elapsed time between each of the three
periodic as-found test used to determine
performance shall be 24 months or the refueling
cycle. The testing of components with test
frequencies greater than 60 moenths should be
scheduled at approximate evenly distributed test
frequencies such that a percentage of the
components are tested periodically.

2. An extension of up to 25 percent of the test
interval (not to exceed 15 months) may be allowed
on a limited basis for scheduling purposes only.
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6.

6.

4,

.4.

4.

8

Type C test shall be performed at an initial test
frequency of at least once per 30 months (except for
the containment purge and mini purge isolation valves).
Upon completion of two consecutive periodic as-found
test within the administrative limit the test frequency
for type C test may be extended up to 60 months.
Elapsed time between the two consecutive satisfactory
test used to determine performance shall be 24 months
or the refueling cycle.

1. An extension of up to 25 percent of the test
frequency (not to exceed 15 months) may be allowed
on a limited basis for scheduling purposes only.

Changes to Type B and C performance based test
frequencies shall be reviewed prior to submitting
form APF 29-006-03, CHANGE TO SURVEILLANCE TRACKING
DATABASE. The person submitting the change form and
the reviewer shall both sign form APF 29-006-03.

The overall containment air lock test shall be
performed at P, at least once per 30 months.

1. The air lock door seals may be tested at = 10 psig
in lieu of the overall air lock test at P, after
entries into containment when containment
operability is required and prior to establishing
containment operability after periods when
containment operability was not required. The door
seal test shall not be substituted for the 30 month
overall test at P,.

2. The air lock door seals shall be tested within 7
days after being opened when containment
operability is in effect. For periods of multiple
entries into containment more frequent than once
every 7 days the air lock door seals may be tested
once per 30 days.
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6.

6.6

6.

7

Technical Specification Based Frequencies

681

6.9.2

6.5.3

Type A Test Acceptance criteria

6.6.1

6.6.2

Type B and C Test Acceptance Criteria

6.7.1

6. T2

With the associated blank flange installed, each 36”
containment shutdown purge supply and exhaust valve and
the associated blank flange shall be tested at least
once per 24 months and following each reinstallation of
the blank flange.

With the associated blank flange removed, each 36”
containment shutdown purge supply and exhaust valve
shall be tested at least once per 184 days and within
92 days after opening the valve.

Each 18" containment mini-purge supply and exhaust
valve shall be tested at least once per 184 days and
within 92 days after opening the valve.

The as-found type A test leakage rate shall be less
than 1.0 La (0.20 weight percent per day).

The as-left type A test leakage rate shall be less than
0.75 La (0.15 weight percent per day) prior to entering
a mode where containment operability is required.

The combined as-left leakage rates determined on a
maximum pathway leakage rate basis for all penetrations
and valves subject to type B and C tests, shall be
verified to be less than 0.6 L,, 250,000 standard cubic
centimeter per minute (sccm), prior to entering a mode
where containment operability is required following an
outage or shutdown that included type B and C testing
only. This shall be done with the latest leakage rate
test data available, and shall be kept as a running
summation of the leakage rates.

The as-found leakage rates, determined on a minimum
pathway leakage rate basis, for all newly tested
penetrations when summed with the as-left minimum
pathway leakage rates for all other penetrations and
valves subject to type B and C tests, shall be less
than 0.6 L,, 250,000 sccm, at all times when containment]
operability is required. This shall be done with the
latest leakage rate test data available, and shall be
kept as a running summation of the leakage rates.
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6.

8

The leakage rate for each 18” containment mini-purge
supply and exhaust isolation valve shall be less than
0.08 La, 21,000 sccm.

The leakage rate for the overall air lock test at P,
shall be less than 0.05% La, 21,000 sccm.

The leakage rate for the air lock door seals tested at
2 10 psig shall be less than 0.005 La, 2,100 sccm.

Corrective Action

6.8.

6.

8.

8.

1

3

If the type A test performance leakage rate results are
not acceptable, a determination shall be performed in
accordance with Step 6.8.7 to identify the cause of the
unacceptable performance and determine the appropriate
corrective actions. Once the cause determination and
corrective actions have been completed, acceptable
performance shall be reestablished by performing a type
A test within 48 months following the unsuccessful
test. Submittal of Form APF 29-006-03, CHANGE TO
STS/STN COMPUTER DATABASE, in accordance with

AP 29-006, SURVEILLANCE TEST MASTER CROSS-REFERENCE AND
REVIEW REQUIREMENTS is required. Following a successful
type A test, the test frequency may be returned to 10
years.

If the as—-found type A test leakage rate results are
not acceptable due to leakage savings additions from
the type B and C test, then corrective action shall be
deferred to the type B or C test as specified per Step
6.8.4.

If the as-found type A test leakage rate results are
not acceptable due to a leakage path that is unable to
be type B or C tested, then corrective action shall be
as stated in Step 6.8.1.
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6.

6.

18

8.

8.

B

5

For performance-based type B and C test that are not
acceptable (greater than Attachment A administrative
leakage limits), the testing frequency shall be set at
the initial test frequency by submittal of Form

APF 29-006-03, CHANGE TO STS/STN COMPUTER DATABASE,

in accordance with AP 29-006, SURVEILLANCE TEST MASTER
CROSS-REFERENCE AND REVIEW REQUIREMENTS. A cause
determination in accordance with Step 6.8.7 shall be
performed and corrective actions identified to
eliminate the identified failure cause and prevent
recurrence. Once the cause determination and
corrective actions have been completed, acceptable
performance may be reestablished and the test frequency
returned to the extended frequency in accordance with
Step 6.4.4 or 6.4.5.

For non performance-based type B and C test that are
not acceptable (greater than Attachment A
administrative leakage limits but lower than technical
specification limits and lower than the 10,000 sccm
limit for any one component and/or penetration), an
evaluation of the affect of the leakage on the total
combined type B and C leakage rate shall be performed
in accordance with Step 6.8.7. If this evaluation
concludes that there is no adverse impact to the total
combined type B and C leakage rate the leakage may be
accepted on an interim basis.

For the purpose of the Inservice Testing Program, which
utilizes the Containment Leakage Rate Testing Program
to satisfy category A isolation valve leakage test, a
maximum allowable leakage rate of 10,000 sccm or the
administrative limit, whichever is larger is specified
for any single component/penetration. If this maximum
allowable leakage rate is exceeded, repair or
replacement shall be initiated in accordance with

AP 16C-005, MPAC WORK REQUEST. [3.2.1]

Component/Penetration leakage rates that exceed the
administrative limits, Technical Specification limits
or other limits specified by this procedure shall be

evaluated in accordance with AP 28A-100, CONDITION
REPORTS.
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6.8.8 Component/Penetration leakage rates that exceed the
administrative limits, Technical Specification limits
or other limits specified by this procedure shall also
be evaluated in accordance with the Maintenance Rule
performance criteria per AP 23M-001, WCGS MAINTENANCE
RULE PROGRAM.

o] The Maintenance Rule requires the following: There
shall not be Less than or equal to 5% failures
(leakage of 10,000 sccm or admin limit greater of
the two) of LLRTs performed per 18 month period or
can leakage exceed .5 La.

6.9 Report Requirements

6:.9.1 A post-outage report shall be prepared presenting
results of the previous cycle’s type A, type B, and
type C tests. The report shall show that the
applicable performance criteria are met, and serve as a
record that continuing performance is acceptable.

7.0 RECORDS
7 250 The following QA records are generated per this procedure.

e APF 29E-001-01, CONTAINMENT PENETRATION AND VALVE
PERFORMANCE ASSESSMENT

2 Post Qutage Report

8.0 FORMS

8.1 APF 29E-001-01, CONTAINMENT PENETRATION AND VALVE PERFORMANCE
ASSESSMENT.

= END =
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COMPONENT ADMINISTRATIVE LIMITS

ATTACHMENT A
(Page 1 of 5)

Penetration Number, Component Administrative
Procedure Number, Number Leakage Limit
and Description (sccm)
P-17 STS PE-117 O-RINGS 1,000
Fuel Transfer Tube Test Flange Note 1
p=22 STS PE-122 BBV0148 3,840
B Loop Seal Injection BBHVB8351B 1,920
P-23 STS PE-123 BGHV8160 3,840
CVCS Letdown BGHV8152 3,840
p-24 STS PE-124 BGHV8112 1,920
Seal Water Return BGV0135 1,920
BGHV8100 1,920
P-25 STS PE-125 BLBO46 3,840
Reactor Makeup Water BLHVB8047 7,680
P-26 STS PE~126 HBHV7176 7,680
Reactor Coolant Drain Tk Disch HBHV7136 7,680
P-28 STS PE-128 EFHV0032 28,800
Essential Service Water to B & D EFHV0034
CTMT Coolers
P-29 STS PE-128 EFHV0046 28,800
Essential Service Water from B & D EFHV0050
CTMT Coolers
P=-30 STS PE-130 KAV0204 1,920
Instrument Air Supply KAFV0029 1,920
KAV0218 1,200
p=-32 STS PE-132 LFFV0095 5,760
Containment Sump Pump Discharge LFEV0096 7,680
P-34 STS PE-134 FLANGES 1,000
ILRT Pressurization Line
P-36 STS PE-136 FLANGE 1,000
ISI Penetration
P-39 STS PE~13%9 BBV0178 3,840
Loop C Seal Water Injection BBHV8351C 1,920
P-40 STS PE-140 BBV0208 3,840
Loop D Seal Water Injection BBHVB351D 1,920
pP-41 STS PE-=141 BBV(0118 3,840
Loop A Seal Water Injection BBHV8351A 1,920
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ATTACHMENT A
(Page 2 of 5)
COMPONENT ADMINISTRATIVE LIMITS

Penetration Number, Component Administrative
Procedure Number, Number Leakage Limit
and Description (sccm)
P-43 STS PE-143 HDV0O017 4,800
Aux Steam (Decontamination) HDV0016 4,800
P-44 STS PE-144 HBHV7126 1,920
Reactor Coolant Drain Tk Hp; Supply & | HBHV7150 1,920
Vent
P-45 STS P-145 EPV0046 960
Accumulator N; Supply EPHV8880 960
P-51 STS PE-151 GP-003-HBB-1” | 500
ILRT Pressure Sensing Lines GP-005-HBB-1" | 500
P-53 STS PE-153 ECV0084 3,600
Fuel Pool Cooling And Cleanup To ECV0083 3,600
Refueling Pool Supply
P-54 STS PE-154 ECV0087 3,600
Fuel Pool Cooling And Cleanup To ECV0088 3,600
Refueling Pool Return
P-55 STS PE-15% ECV0095 3,600
Fuel Pool Cooling And Cleanup To ECV0096 3,600
Refueling Pool Skimmer
P-56 STS PE-156 GSHV0009 1,080
CTMT Atmosphere Monitor Post GSHVO0008 1,080
Accident Hydrogen Analyzer Return GSHV0039 1,080
GSHV0038 1,080
P-57 STS PE-157 SJvolll 1,920
Nuclear Sampling System -Reactor SJHV0131 2,880
Coolant Drain Tk SJHV0132
P-58 STS PE-158 EMVO006 1920
Accumulator Fill Line From SI Pump EMHVB8888 1,920
PEMO1A
P-62 STS PE-162 BBHV8B8026 1,920
Pressurizer Relief Tank Nitrogen BBHVB027 1,920
Supply/Vent
P-63 STS PE-163 KAV0039 1,920
Service Air Supply KAV0118 1,200
P-64 STS PE-164 SJHV0128 1,440
Nuclear Sampling System Loop 3 Hot STHV0129 & 2,880
Leg Sample Pressurizer Liquid Sample | ggHv0130
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ATTACHMENT A
(Page 3 of 5)
COMPONENT ADMINISTRATIVE LIMITS

Penetration Number, Component Administrative
Procedure Number, Number Leakage Limit
and Description (sccm)
P=65 STS PE-1865 GSHV0020 & 4,800
Hydrogen Purge GSHV0021
P-67 STS PE~167 KCV0478 10,000 Note 4
Fire Protection KCHV0253 4,320
P-68 STS PE-168 FLANGE 1,000
ISI Penetration
P-69 STS PE-169 SJHV0012 2,160
Pressurizer Liquid Sample SJHVO0013 2,160
P-71 STS PE-171 EFHV0031 & 28,800
Essential Service Water Supply to EFHV0033
A & C CTMT Coolers
pP-73 818 BE=1T1] EFHV0045 & 28,800
Essential Service Water Supply from | EFHV0049
A & C CTMT Coolers
P-74 STS PE-174 EGV0204 7,680
Component Cooling Water Supply EGHV0058 & 11,520
EGHV0127
P-75 ST8 PE-175 EGHV0060 & 11,520
Component Cooling Water Return EGHV0130
EGHV0059 & 11,520
EGHV0131
P-76 STS PE-176 EGHV0061 & 5, 760
Component Cooling Water Thermal EGHV0133
Barrier Return EGHV0062 & 5,760
EGHV0132
P-78 STS PE-178 BMV0045 3,600
Drain Line from S/G's EBBO1lA,B,C,&D |BMV0046 3,600
P-80 STS PE-180 BG8381 3,840
CVCS Charging BGHV8105 2,880
P-92 STS PE-192 EMHVB8871 1,920
ECCS Test Line EMHV8964 1,920
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ATTACHMENT A

(Page 4 of 5)
COMPONENT ADMINISTRATIVE LIMITS
Penetration Number, Component Administrative
Procedure Number, Number Leakage Limit
and Description (sccm)
P-93 STS PE-193 SJHV0005 1,440
Reactor Coolant Lecop A Hot Leg SJHV0006 & 2,880
Sample SJHV0127
P-95 8T8 PE-183 SJHV0018 1,440
Accumulator Liguid Sample SJHV0019 1,440
P-97 8T8 PE-127 GSHVO0018 1,080
CTMT Atmosphere Monitor Post GSHV0O017 1,080
Accident Hydrogen Analyzer Return GSHV0033 1,080
GSHV0034 1,080
P-98 STS PE-198 KBV00O01 1200
Breathing Air Supply KBV0002 1200
P-99 STS PE=1989 GSHVO004 1,080
CTMT Atmosphere Monitor Post GSHV0005 1,080
Accident Hydrogen Analyzer Sample GSHVO0003 1,080
GSHVO0036 1,080
GSHVO037 1,080
P=101 sT8 PE~201 GSHVO0013 1,080
CTMT Atmosphere Monitor Post GSHV0014 1,080
Accident Hydrogen Analyzer Sample GSHV0012 1,080
GSHV0032 1,080
GSHVO031 1,080
V-160 STS PE-Z80 GTHZ0008 12,000
Shutdown Purge Line Exhaust GTHZ0009 12,000
Note 1
v-161 STS BE~Z61 GTHZ0006 12,000
Shutdown Purge Line Supply GTHZ0007 12,000
Note 1
STS PE-263 All Elec. 2,000
South Electrical Penetration Bank Pen’s In So.
Pen Rm.
STS PE-264 All Elec. 2,000
North Electrical Penetration Bank Pen’s In No.
Pen Rm.
L-3 STS PE-013 ZX-03 2,100
Personnel Air Lock (Door Seals) Note 2
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ATTACHMENT A
(Page 5 of 5)
COMPONENT ADMINISTRATIVE LIMITS

Penetration Number,
Procedure Number,
and Description

Component Number

Administrative
Leakage Limit
(scem)

STS PE-015 GTHZ0004 21,000
Purge Supply GTHZ0005 21,000
GTHZ0006 Notes 1 & 2
GTHZ0007
8TS PE-015 GTHZ0008 21,000
Purge Exhaust GTHZ0009 21,000
GTHZ0011 Notes 1 & 2
GTHZ0012
L3 STS PE-014A ZX-03 (Barrel) 21,000
Personnel Air Lock Note 2
L-1 STS PE-014B ZX-02 (Barrel) 21,000
Emergency Air Lock Note 2
L= STS PE-020 ZX-02 2,100
Emergency Air Lock (Door Seals) Note 2
L+=3 STS PE~101 ZX-03 (Shaft Seal 21,000
Personnel Air Lock and Equalizing Note 3
Valve)
L-1 STS PE-101 2X-02 (Shaft Seal 21,000
Emergency Air Lock and Equalizing Note 3
Valve)
L-2 STS RE-102 ZX-01 4,200
Equipment Hatch Note 1
STS PE-100A SGS02A 2,000
STS PE-100B SGS02B 2,000
Hydreogen Analyzers
STS PE-100A GS-28-HCB-3/4" 1,000
STS PE-100B GS-32-HCB-3/4" 1,000
Hydrogen Analyzers Supply and GS-27~HCB-3/4" 1,000
Return Lines GS-31-HCB-3/4" 1,000
STS PE-251 4SE251 100

Fiber Optics Penetration

Notes:

These penetrations are not eligible for performance based testing due to
refueling and/or Technical Specification requirements.

Technical Specification leakage limits are specified as administrative

limits.

Results of this test is summed with the lateslL overall leakage value of the

airlock.

Administrative limit changed by CR Action 00021298-02-04 te 10,000 sccm.

- END -




Revision: 15

PROGRAM PLAN FOR CONTAINMENT LEAKAGE AP 29E-001

Information Use

MEASUREMENT

Page 22 of 27

ATTACHMENT B
(Page 1 of 1)
EXCERPTS FROM CALCULATION GP-M~001

Containment Leakage Acceptance Criteria

B:1.1

B.l. 2

Maximum allowable leakage rate, L,, equals 0.20 weight
percent per day of containment air free volume.

Ly = (0.002/day) (2.5 x 10° ft®)[(48 psi + 14.7 psi)/
14.7 psi) (1 day/24 hr) (1 hr/60 min) (28317 cm’/ft?)
Lp = 419,377 sccm

Ly = 420,000 sccm

Allowable combined local leakage rate, Li, 60% of L,.

Ly, = 0.6 L,

Ly = (0.6) (419,377) sccm
Ly = 251,626 sccm

L, = 250,000 sccm

Personnel air lock and emergency air lock acceptance criteria

B2

Allowable leakage rate, Lp,, = 0.05(L,)
Lar = (0.05) (419,377)sccm

Lar, = 20,969 scem (for each airlock)
21,000 sccm

u

Lay

18 inch supply & exhaust valves

Bi8sl

Allowable leakage rate, Lp,, = 0.05(La)
Lay = (0.05) (419,377 sccm)
Lar, = 20,969 sccm

La, = 21,000 scem

= END =
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ATTACHMENT C
(Page 1 of 5)

POST MAINTENANCE TESTING LLRT GUIDELINES
Maintenance Activity Valve | PMT LLRT | Comments
Type Required
1. Solenoid valve removal or|] AOV No If AOV is air assisted
replacement (control air close the air function
to actuator) must be verified
2. Disconnect instrument air] AOQOV No If AOV is air assisted
supply lines close the air function
must be verified
3. Actuator diaphragm AQV No Assumes diaphragm is
removal or replacement opening mechanism
(actuator not removed)
4. Spring preload adjustment| AOV |See Page 4
5. Valve diaphragm removal AQV, Yes
or replacement Manual
6. Actuator removal or AOV, Yes
replacement MOV
7. Remove or replace sov No
solenoid assembly
8. Cutting the seal weld to Sov Yes Valve closure spring is
remove the bonnet. under the bonnet.
9. Disconnect electrical AOV, No Strcke test must be
leads MOV, verified acceptable
SOV
10. Cleaning, adding and MOV No
replacement of stem
grease
11. Addition of grease to a MOV |See Page 4
frozen stem
12. Overhaul valve internals All Yes
(i.e. lap seat; plug,
disc or cage replacement)
13. Motor removal and MOV No
reinstallation
14. Replacement of damaged MOV Yes
motor
15. Stem nut removal or MOV Yes
replacement
l6. Motor starter contactor MOV No
replacement
17. Declutch assembly MoV No
adjustment
18. Packing adjustments or All |See Page 2
replacements and 3
19. Limit switch adjustment AOV, |See Page 5
MOV
19, Torque switch adjustment MOV |See Page 4
or replacement
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ATTACHMENT C
(Page 2 of 5)
POST MAINTENANCE TESTING LLRT GUIDELINES
Maintenance Activity: Packing Adjustment, Addition Or Replacement
Actuator Types: MOV, AOV

Valve Types: All

Packing adjustment,
addition or replacement

'

Packing provides a leak
path outside containment in

Packing torque restored to

Yes—» equal to or greater than
any post LQCA valve previous velé
position ==
—— . No | packing re-torqued
[ | to equal fo or
No Yes greater than
oy v previous value

Yes

Review valve design data, most recent LLRT and seating force
data. Perform thrust diagnostic test or analysis concluding net
closing force is unaffected by packing adjustment, addition or

replacement

No

B s ) i

Total closing stem force is:

ARt AT - "
For gates: Within -10% to +25% of previous value |_No—»| LLRT required

For globes: equal to or greater than previous value

| R

Yes

!

LLRT not required
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ATTACHMENT C
(Page 3 of 5)
POST MAINTENANCE TESTING LLRT GUIDELINES
Maintenance Activity: Packing Adjustment Or Replacement
Actuator Types: Manual

Valve Types: All

Packing adjustment,
addition or replacement

|

Packing provides a leak

path outside containment in No—» LLRT not required

any post LOCA valve
position T
| Yes
Yes
] Packing re-torqued to

Packing torque restored to
equal to or greater than | —No—
previous value ‘

YIS Nlo

LLRT not required LLRT required

equal to or greater than
previous value
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Actuator Types:

Torque switch and/or spring pack
adjustment or replacement, addition
of grease to free frozen stem

L

l—Valve closure controlled by torque
switch

AOQV, MOV

o

Valve Types: MOV: Gate, Globe, Plug

ATTACHMENT C
(Page 4 of 5)
POST MAINTENANCE TESTING LLRT GUIDELINES

Maintenance Activity: Torque Switch and/or Spring Pack Adjustment Or
Replacement, Addition Of Grease To Free
Frozen Stem, Spring prelcad adjustment

AQV: Globe, Plug

-
Yes

v _

Review valve design data, most —|
recent LLRT and seating force data.
Perform thrust diagnostic test or
analysis concluding net closing force
is unaffected by torque switch and/or
spring pack adjustment or
replacement, adding grease to free
frozen stem

Tota!vclas-i-ng stem force is:

For gates: Within -10% to +25% of
previous value

LLRT not
required

For globes: equal to or greater than
previous value

= —

Yes
v

LLRT not required

No

Spring preload adjustment
(to close)

Spring tenson greater than or
equal to previous value and
design/manufacturer value not
exceeded

LLRT required
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ATTACHMENT C
(Page 5 of 5)
POST MAINTENANCE TESTING LLRT GUIDELINES

Maintenance Activity: Limit Switch Adjustment Or Replacement

Actuator Types: AQV, MOV
Valve Types: All

Limit switch adjustment or replacement

'

—

Valve is a butterfly and limit switch |

‘ controls valve closure Yes-» LLRT required

L'__ — ..—_] — ———
No
v r

" MOV or AQV actuator
L 4 — - \
AQV MOV

_ i

LLRT not required j¢— —— No— —— - valve closure

Limit switch controls

l

Yes
I A T — -

Review valve design data, most recent LLRT and seating force data.

Perform thrust diagnostic test or analysis concluding net closing force is

unaffected by limit switch adjustment or replacement

b
Total closing stem force is:

For gates: Within -10% to +25% of

LLRT not required [« Yes -

|previous value

—No-—» LLRT required

previous value

|inr globes: equal to or greater than

= BNE: =




ArchivedOperatorLog

LOGDATE

ENTRY

8292016 12:00:00 AM

872922016 12:00:00 AM

N292010 L2AN A0 AM
R292016 120000 AM
87292016 12:02:00 AM
£292016 12:03:00 AM
8292016 12:04:00 AM
RI20200 6 12:05:00 AM

R202016 12:09:00 AM
R 292010 12:17:00 AM
£292016 122 1R-00 AM
K29 2006 1 2:23:00 AM
8292016 12:31:00 AM
8292016 12:48:00 AM
8292016 12:54:00 AM

§292016 12:54.00 AM
R/292016 12:54:00 AM
$:292016 12:54:00 AM

$202016 12:3500 AM
§29/2016 12:58.00 AM

8292000 12:58:00 AM

§/29/2016 1:01:00 AM
82972016 1:02:00 AM
8292010 1:20:00 AM
§729/2016 1:20:00 AM
§/29/2016 1:20:00 AM
8/2972016 1:20:00 AM
4/292016 1:20:00 AM
2292016 12100 AM

8/292016 1:21:00 AM
8/29/2016 1:21:00 AM
£/29/2016 1:24:00 AM
£292016 1:24.00 AM
B292016 1:25:00 AM
8/29/2016 1:28.00 AM
8292016 1:30:00 AM
8202016 1:3900 AM
8292016 1:39.00 AM
R/29/2016 1:39:00 AM
292016 1:42:00 AM
NI o 25900 AM
£202016 10000 AN
8292016 3:03:00 AM
$202016 3:03:00 AM
§/29/2016 3:23:00 AM
8/29/2016 3:27:00 AM

8202016 3:47.00 AM
§292016 4:24:08 AM

82972016 4:29:22 AM

$2920104:51:00 AM

§292016 4:56:100 AM

STS BB-006 results are:

0.040 gpm Total Identified Leakage,

0.042 gpm Total Unidentified Leakage and

0.185 gpm Total T/S ldentificd Leaknge.

NCP 95gpm letdown. 2 hours

Continued the Watch Mode: 1, 3561.05 MWi, 12368 MWe.

Major Equipment Problems; 'B' Train CREVIS is inoperable

Major Tech Spec Action Statements in effect: 3.7.10

Commencad STS SE-O01 "POWER RANGE ADWISTMENT TOCALORIMETRIC

Copunencod STN KOO8 "FIRE ALARNM CONTROL PANEL KC-0e% DAILY CHECK”

Stopped SGCGO B, "FUEL BLDG SUPPLY AIR UNIT® faw SYS GG-200,

Stopped SGLOT, "AUXILIARY BLDG. SUPPLY AIR UNIT" iaw SYS GG-200

Stopped CGLOIA, "AUXTUEL BLDG NORMAL EXHAUST FAN® jaw SYS GG-200.

Completed 515 AL20C "TURBINE DRIVEN AUXILIARY FEEDWATER SYSTEM INSURVICE VALVE TEST"
SA1

Started CGGU2E, "EMERGENCY EXHAUST FAN aw SYS GG-200,

Completed ST BEA06 "ROCS WATER INVENTORY BALANCE USING THE NPIS COMPUTER™ SAT
Comrascod STS PEO0G "AUX BUILIING AND CONTROL, ROOM PRESSURE 1151

Completed STN RCO08 "FIRE ALARM CONTROL PANEL K008 DAILY CHECK® SAT

Placed rod control in manual inw STS SE-00].

Restored rod contral to auto inw STS SE-001.

Placed GTREDO3 1 in bypass for filler change, IAW CHS AX-G02.  Reference T.S. 3.1.6 Function 3 Condition A and
T.S. 34.15b. No actions required GI'RE0032 operable.

Placed GGREDO2S in bypass for filtler change. LAW CHS AX-GO02. T.S. 3.3 8 Function 3 Not Applicable - No Fuel
Movement in Progress,

Placed GTREDO33 in bypass for filter change, LAW CHS AX-GO2. Complying with ODCM Table 3-2 Funetion 2.a
Action 41, Containment purge not in progress. This entry was planned.

Placed GKREDOO4 in bypass for filler clange, TAW CHS AX.GO2 **"*Entered 1.5, 3.3.7 Funetion 3 Condition
A Tdays to restore,. This entry was planned.

Completedd STS SEO01 "POWER BANGE ADJUSTMENT TOCALORIMETIICT SAY

Systems Operations Generation, Greg called with daily totals of

29485 Gross, 836 Aux, and 28649 Net.

GEREO092 OO during the performanve of SYS GE-122 with CGVO3S open. **™* Emered TR 3.3 18 Punction 1
Condition A | and A 2. 1=*%*"_ Thig ¢niry was planned.

Deborated the RCS using BIRS for 2.5 mimstes atarate of 75 gpm [AW beginning of shift reactivity brief.
Stopped CGED AL "CONDENSER AIR REMOVAL FILTRATION FAN™ IAW SYS GE-122.

Restored GKREOO(M to service: *™* *Exited T.8. 33.7 Function 3 Condition A~"***,

Restored GTRED033 1o service.

Restored GGREOD2S 1o service.

Reswred GGREOD27 to service,

Restored GTREO031 1o service.

Placed GRREDUOS in bypass for (iller change. 1AW CHS AXNGO2. == Enterad 1.5, 3.3.7 Function 3 Condition
AT davs w restors. This entry was planned.

Placed GTREO032 in bypass for filler change, IAW CHS AX-GO2.  Reference T.S. 3.3.6 Function 3 Condition A and
TS.34.15h No actions required GTRE0031 operable.

Placed GIREO022 in bypass for filter change, IAW CHS AX-GO2. Complying with ODCM Table 3-2 Function 2.a
Action 41. Containment purge not in progress. This entry was planned.

Received alarm 618, Process Rad Hi. GI'RE3 1 panticulate in Alarm due to spiking. Alarms immediately reset, ODMI
2015-07

Stopped SGH1, "MAIN STEAM ENCLOSURE BLDG S, A, UNIT™ iaw SYS GF-120,

Stopped CGRUIA. "MAIN STEAM ENCL. B1DG EXHAUST FAN® faw SYS GiE-120.

Received alurm 618, Process Rad Hi, GTRE31 particulate in Alanm due to spiking. Alarms immediately reset, ODMI
2015-07

Received alarm 61B, Process Rud Hi, GTRE3 | particulate in Alarm due to spiking. Alarms immediately reset, ODMI
201507

Restored GRREDODS to service. *¥*¥Uxited 1.5. 3.3.7 Fonction 3 Condition A-"*™*

Restored GTREO032 to service.

Restored GIREDD22 to servie,

Received alarm 618, Process Rad 1. GTRE32 particulate in Alarm due to spiking Alarms immediately resel, ODMI
201507

Complacd SIS CRO01 SHIFT 1O FOR MODES | 2 ARD 3% SAT

Commenced STS CRO01 "SHIFT 1LOC FOR MODES | 2 AND 3"

Startcd CKAULB, "INSTRUMENT AND SERVICE AIR COMPRESSOR™ uw SYS5 KA-121.

Stopped CKADIC, "INSTRUMENT AND SERVICE AIR COMPRESSOR",

NRC phone check SAT.

Depressurized RHR header from 320 PSIGto 50 PSIGIAW SYS EJ)-323

Depressurized 81 from 300 PSIGto 50 PSIG IAW SYS EM-002.

Diluted the RCS 130 gallons for Tavig control AW heginning of shift Reactivity Brief,

Fntryinto and exit for 3.3.7

independent SRO verification and bases review completed.

Fniryinto TR 3.3.18,

independent SRO verification and buses review completed.

GERFOO92 QON for filter change. ™ Entered TR 3318 Function | Condition A 1 and A2 1=*** This entry was
phanned

Restored GEREDS2 10 service. ****Exited TR 3.3, 15 Function 1 Condition A1 and A 2. 1-74%2

0
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LOGDATE

ENTRY

LATEENTRY ALUSER 5SS

$£292010 30046 AM

8292016 5:00:00 AM

82972016 5:39:10 AM
8292016 5:42:31 AM
8292016 5:42:56 AM
8292016 5:43:46 AM
8292016 6:05.00 AM
§202016 6:06:00 AM
200 Fe 61 500 AN
8292016 6:19:00 AM
82972016 6:29:00 AM

8/29/2016 6:30:00 AM
R207016 63000 AM
82072016 6:30:00 AM
8292016 7:00:00 AM
8/29/2016 7:00:00 AM
£/29/2016 7:00:00 AM
£292016 7:00:00 AM
81292016 700:00 AM
82972016 7:00:00 AM
8292016 7:00:00 AM
8292016 7.00:00 AM
8292016 7-00:00 AM
B/29/2016 7:00:00 AM
8/29/2016 7:00-00 AM
8292016 7.00:00 AM
8292016 7-00:00 AM
8292016 7:14:00 AM
B/29/2016 7:33:00 AM
R/292016 7:37:00 AM

8292016 7:45:00 AM
829/2016 7:57-00 AM
B/29/2016 7:58:00 AM

2906 73900 AM

8292016 8:00:00 AM

8292016 8:35:00 AM
8292016 §:36:00 AM
8292016 8:37:00 AM

82972016 8.:57:57 AM
87292016 8:39:00 AM

8292016 90400 AM
87292016 905:00 AM
8292016 9:08:00 AM
82972016 9.10:00 AM
829/2016 9:10:11 AM
8292016 9:23:00 AM
8292016 93000 AM
87292016 9:30:00 AM

8292016 9:35:00 AM
8292016 9:36:00 AM

87292016 9:36:00 AM
8292016 9:36:00 AM

e iEmered Tech. Spec. 3.7.4<4%%% Complying with Condition A 1. Eguipment tken ou of service: 'A" ARV is D08
for planned maintezance. Restore i service in 7 days ref (O # C21 D-AB-N-029. This entry was planned. The current
sk Assessment wos reviewed, Current visk managiement actions are appropriate for the current eonditions. No
additional actions are needad,

Added ABPVODO1, SG A ATOMSPHERIC RELIEF VALVE <FR> <CAT 1 AOV PROGRAM VALVE>
<AFTFCTS CONTAINMENT/CLOSURE INTEGRITY> <LOCATION ON AB226DBB-10 AND ABO20EBD-8>
<TIME CRITICAL ACTION EQUIPMENT> <FR-FIRE RISK SIGNIFCANT COMPONENT> to the EOL.
Reason;

‘A" ARV is OOS for planned maintenance. Restore 1o service in 7 days ref CO # C21 D-AB-N-029, 175 3.7 4

The Cumrent Risk Assessment was reviewed.

"A" Service Water strainer dp is 1.65 psid.

Clearance Order: C21 D-AB-N-029 Tags Verified Hing

Clearance Order; C21 D-KA-A-014 Tags Verificd Hung

Clearance Order: C21 D-KA-N-014 Tags Verified Hung

Started CGRI3A, "MAIN STEAM ENCLL BLDG EXHAUST FAN® iw SYS GF-120,

Stared SGIUL, "MAIN STEAM ENCLOSURE BLDG S, A UNET jaw SYS GI-120,

Complered STN FP224 "FIRE DOOR POSITION VERIFICATION - CLOSED UNLOCKED UNALARMED" SA1
Deborated the RUS using BTRS for 2.5 minutes at a rate of 75 gpm IAW beginning of shift reactivity brief,

Entry into 374

independent SRO verification and bases review completed.

Assumed Radwaste Watch

Clomaencod STS ENOOTH "CONTAINMENT SPEAY FRAIN B VOID MONETORING AND VENTING”
Assumed the Water Treatment Watch,

Relieved as SM by L Hauth,

Assumed the Aux walch,

Assumed the Turbine Bldg watch.

Assumed the CRS watch.

Relieved as SF by Reeves.

Assumed the BOP watch.

Assumed watch as Work Control SRO, STA. and Crew Challenger

Relieved as BOP by Christesen.

Relieved as CRS by Shafer,

Assumed the Shifi Manager watch,

Assumed the RO watch,

Assumed the Site watch

Relieved as RO by Plummer,

Initiated transfer of FDT 'A’ 21% to FD'T'B' (@ 70% IAW SYS 1B-126

Started processing RHUT 'B' (@ 15% to SLWMT A’ (@ 80% IAW SYS HB-141/HB- 145

Commenced Discharge of LTSDS tanks 'A' (@ 36% and "B’ @ 87% to WWT Basins. IAW SYS HF-141; LRP# UILC
2016039

Placed GDT #6 on recire for chemistry sample (@ 46psig IAW SYS HA-200

Secured the Transfer of FDT 'A’ (@) 8% 10 FDT 'B’ (@ 85%, IAW SYS 1B- 126, Transferred 1,478 pallons

Placed FD'T 'B' on Recire (@ 85%, IAW SYS 1B-126

Commence] STNFPZ1T "DIFSEL FIRE PUMP HFPOTPE MONTHLY OPERATION AND FUEL LEVEL CHECK"
WA 141 2934000

Received alarm 61C, Process Rad Mon Fail, Entered ALR. Source of alirm GTRE3 | particulate check source test fil,
Performed source check and alarm reset, Exited ALR.

Commenced Discharge of WWT Basin ‘A’ @ 83.7 inches. w LSP. LRP# UILC 2016-039, COAF# 6871, EOF# 105
Notified Sys Ops-Transmission, Seott, that Site Watch is entering the switchyard.

Placed SLWMT 'B' on service (@ 5% and removed SLWMT ‘A’ from service (@ 90% for 1,695 gallons IAW SYS
1F-203

Clearance Order; C21 D-WM-N-009 Tags Verified Hung

Dux to securing Main Steam Enclosure Exhaust ventillation IAW SYS GF-120 10 support STS PE-004, the thermul
power progrm is no longer conservative, Commencing monitoring of thermal power using average of PRNIs and Delta
T power less than or equal to 100%% RTP for primary monitoring.

Stopped SGIDL, "MAIN STEAM ENCLOSURE BLDG S A, UNUT™ IAW SYS GI-120 w support ST PF-004
Stopped CGIIA, "MAIN STEAM ENCL. BLDG FXHAUST FAN" IAW SYS GE-120 10 support SIS PE-O04,
FOT 'B' pH SAT (@ 5.8 per ). Dorsey

Secured FDT "I recire IAW SYS HB-126

Clearance Order: C21 D-AN-N-014 Approved to | lang

Pumped down RCDT level from 49% to 22% and pressure from 16 psig 1o 4 psig IAW SYS HB-120

Stopped CDAOTA, "WATER BOX VENTING PUMP".

Turbine watch found the "A" Condenser Water Box Vent Pump not runnimg wath switch in the *Run” position. Resel the
supply breaker, and the pump subsequently tripped again. WR# 16-117898.

Started CDAOIB, "WATER BOX VENTING PUMP IAW SYS DA 110

Jurred Luedke, Communications Group. called 1 indicate that siren WW1, Coffey County Lake South, will be
out-of-service for routine maintenance, Reviewed AP 26A-001, REPORTABLE EVENTS - EVALUATION AND
DOCUMENTATION, Attachment E, REPORTABILITY FOR LOSS OF SIRENS. One siren being out-of=service does
not constitule a major loss of emergency assessment capability.

Notified Sys Ops-Transmission, Scott that Site Watch is exiting the switchyard.

Chemistry reponts GDT #6 sampled

#/29/2016 10:02:00 AM  Secured WGC ‘B’ from recire IAW 8YS 1A-200
82972016 10:03:00 AM  Deborated the RCS using BTRS for 2.5 minutes ata rate of 75 gpm IAW beginning of shift reactivity brief.
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LOGDATE ENTRY LATEENTRY ALUSER SS USERTYPE
8/2972016 10:25:00 AM  Requested a PROMPT Operability determination from Engincering to support restoring the B train CREVS to 0 lahauth  lahauth SM
OPERABLE staws. STS PE-004 shows we are able to obtam 0.306 in H20 with the control room missile door {door
36042) closed.
BN 6 163500 AM Complend STS ENOOT B "CONTAINMENT SPRAY TRAIN B VOID MONTTORING ARD VENTING® SAI. WO ¢ glroewe Rahauh  SE
1641301 8400
8292016 10:40-00 AM  Secured processing RHUT 'B' (@ 7% to SLWMT 'B' (@ 20% for 2.543 gallons LAW SYS HB-141/1B-145 0 wihoml  lshawh TREAT
82072016 10:57:00 AM  Re: 09:36 entry. M. Pearson, Communications Group, called to indicate that siren WW1, Coffey County Lake South, 0 glreeve lahauth  SE
has been restored to service and tested - SAT,
S93006 110200 AM - Commenead STN SP 122 "CHANNEL CALIBEATION CONTAINMENT PURGE SYSTEM RAIMATION ] phioese lahsath S|
MONHTOR G REGO22" WO Ho-4 1248 | a8
82972016 11:03:58 AM  Clearance Order: C21 D-AN-N-014 Tags Verified Hung 0 glreeve o
8/29/2016 11:13:00 AM  Placed GTRED022 in hypass for perfo rmance of STN SP-122. Refirenced ODCM Table 3-2, no ODCM entry required 0 shafe lahauth  CRS
as GTREO33 remains Functional.
R292016 11:42:00 AM  Started CGEOIA, "CONDENSER ATt REMOVAL FILTRATION FAN® IAW SYS GF-122. 0 shafe lshauth CRS
B292006 11:5500 AM  Restored GEREDIO2 10 service Punctional afler opening CGVURS IAW SYS GE-122. 4*** aned TR 3318 Function 0 shafe Iahauth  CRS
1 Condition AT g A 2 ]-5tES,
8292016 11:56:00 AM  Started CGHO3A. "MAIN STEAM ENCL, BLDG EXHAUST FAN" IAW SYS G120 0 shale lahauth RS
8292006 11500 AM Campleted STS CH-033 "IMUMARY 1O SECONDARY LEAKAGE DEVERMINATIONT SAT . Results a5 follows u shafy lahath  CRS

Primery b0 Secondary leakrate: <3 77651 gpd
baaktate: <5 9003 11 'min

Tetal Inheakage: 7.5 ¢fin
Air 1Y ctm

N2 S eim

8292016 11:57:00 AM  Secured Discharge of LTDS Tanks 'A' (@ 26% and B’ (@ 25% 10 WWT Basins, LAW SYS HE-14] 0 nicrisp  lahauth  TREAT
829/2010 11:58:00 AM  Started SGHOL, "MAIN §TEAM ENCLOSURE BIDGS, A UNIT", 0 shafe lahauth  CRS
8292016 12:0000 PM  The Thermal Power Program is now the primary method of monitoring RTP after start up of Main Steam Enclosure 0 shafe lahauth CRS

ventillstion.
87292016 12:03:00 PM  Depressurized RHR header from 300 PSIG1o 55 PSIG IAW SYS EJ323, 0 shafe Ishauth CRS

Depressurized 81 from 200 PSIG o 25 PSIGIAW SYS EM-002,
8/29/2016 12:19:00 PM  Placed WGC ‘A’ and GDT #d on service in prep for RHUT 'A’ eduction IAW SYS HA-200 0 wihom|  lahauth TREAT
82972016 1221.00 PM  Deborated the RCS using BTRS for 2.5 minutes st arate of 75 gpm IAW beginning of shaft reactivity brief, 0 shalc lahauth CRS
82972016 12:22:00 PM  Secured Discharge of WWT Basin 'A’ () 9.8 inches. IAW SYS WT-100. Discharged 87,800 gal. 0 nicrisp lshauth  TREAT
87292016 12:29:00 PM  Placed Recombiner 'A' on service in prep for RHUT 'A’ eduction IAW SYS HA-401] 0 wihorn!  lahauwth TREAT
8729/2016 12:33:00 PM  (ref 10:25 entry) My request for a PROMPT OPERABILITY DETERMINATION from earlier today is cancelled. 0 lahauth  lshauth  SM

Afier discussion. we have determined our best approach to resolving the issue with SGKO4B is to repair GKDO81 with

SGKO04B inoperable, then test and restore the unit 1o operable, Our plan is:

1. Prepare a procedure with instructions for use of a dedicated operator for controlling GKDOB1 while SGKD4A is

operable.

2. Swart SGKO4A. which will OPEN GKHZ0029B, the operator for GKDOS1.

3. Ensure dedicated operator is in place.

4. Remove power from GKHZ0U29B using a Local Control. with the damper apen,

5. Secure SGKD4A.

6. Repair GKDOS1. This will require declutching the electric operator from GKHZ0029B8.

7. Rechuch and re-engage the operator for GKDOBI.

8. Restore power o GKHZ00298B.

9. Perform PMT for SGKO4A and GKHZ0029B,

10. Perform STS PE-004 for B train CREVS.

11. Perform STS PE-004 for A train CREVS,
8292016 12:36:00 PM  Placed WGC ‘B on service as motive force. Eduction of RHUT A’ has commenced IAW SYS HA-201 0 wihom!  lahauth TREAT
8202016 12:38:00 PM  Started 1FP001 PR, "DIESEL DRIVEN FIRT PUMP" IAW STN FP-21 1 1] shafe kahauth  CRS
8202016 12:42:00 PM  RIHUT ‘A’ eduction secured 0 wihom!  lahauth TREAT
SINT0NE 124700 PM Completed STS CH-E22 "BORIC ACD TANK A BORON CONCENTRATION DETERMINATION" SAT fi shufie labowth  CRS
RS20 124700 PM Complaed STS CHAS "REACTOR COOLANT CHLORIDE FLUORIDE AND DISSOLVED OXYGEN ] Alafe lahouth  CRS

DEUTERMINATION" SAT ,
WIS 124700 PM Completed STS CEHEO2S "REACTOR COOLANT DOSE EQUIVIEANT TODINE DETERMINATION" SAT i shale fahith  CRS
SING 124700 MM Completed TS CHA2 "REACTOR COOLANT DOSE BOUIVALENT XE-133 DETERMINATION" SAT (1} shute lnbauth RS
R729/2016 12:48.00 PM  Sccurcd WOGC 'B' AW SYS HA-201 0 wihom!  lahauth TREAT
B0 125500 PM Compleied S5 OPS-00] "WEFKLY BOQUIPMENT ROTATION AND READINGS” SA) { JHhale Eibath CRS

8202016 1:03:00 PM A BAT boron concentration is 7546 ppm per Chemistry sample taken at 0805 by Royal. 0 shafe lahauth  CRS
8292016 1:04:00 PM  RCS borun concentration is 174 ppm per Chemistry sample taken st 0810 by Royal. 0 shafe lahauth CRS
8292016 1:05:00 PM  Pressurizer Liquid Space boron concentration is 175 ppm per Chenmstry sample taken st 1220 by Royal. 1] shafe lahauth CRS
8292016 LOSO0 PM  Swopped PBGOZA. "BORIC ACID TRANSFER PUMP* 1AW skill of the crafi. 0 shale lahauth  CRS
8292016 1:19:00 PM  Secured SLWMT A’ recire IAW SYS HF-203 0 wihom!  lahauth TREAT

B292006 120:00 M Stopped 1 FPO01TPH, "DIESEL DRIVEN FIRE PUMIP IAW STN FP-211 0 shale lahauth  CRS
82972016 1:40:00 PM  Terry Romig is now a dedicated individual while Train B Emergency Exhaust heater breaker is of T IAW AP 26C-004. 0 shafe lahauth  CRS
8292016 14700 PM  Stopped CGGO2B. "FMERGENCY EXHAUST FAN" IAW SY'S GG-200. 0 shale lshauth  CRS
§/29/2016 1:48:00 PM  Terry Romig is no longer » dedicated incividual. Ref 1340 log entry, 0 shafe lahauth  CRS
B292006 1S1:00 PM Started COLOAB, "AUXFUEL BLDG NORMAL EXHAUST FAN" IAW SYS GG-200, 0 shale lahauth RS
8292016 1.57:00 PM  Started SGGOTB, "FUEL BLDG SUPPLY AIR UNIT™ IAW SYS GG-200. 0 shafe lahauth  CRS
8292016 1:58:00 PM  Started SGLO1, "AUXILIARY BLDG, SUPPLY AIR UNIT" IAW SYS GG-200. 0 shafe lashawth (RS
82972016 2:00:00 PM  Notified of an issue affecting Fire Brigade qualification for personne| attending traiming on two dates in March 2016, 0 lahauth  lahauth  SM

One fire brigade member on shift lost his qualification, he has been replaced with a qualified fire brigade member,
Reviewing this issue for possible reportability.
8292016 2:15:00 PM  Vendor filled the N2 storage tank to 149 inches per SYS N1-110. 0 kechns  lahauth RO
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LOGDATE

ENTRY

8/29/2016 2:31:00 PM

8292016 2:34:00 PM
82972016 2:37:00 PM
8292016 2:38:00 PM
8292016 2:38:.00 PM
8292016 2:39:00 PM
872972016 2:40:00 PM

8292006 240:00 PM
$292016 2.42:00 I'M
82972016 2:48.00 PM
R202406 24900 PM
§/2972016 2.58:00 PM
KA 3 1900 PM
8292016 3:37.00 PM
B70/2016 35400 PM

0006 4:06:00 M

8292016 4:26:10 PM
SINI016 4. 3% P

8292010 44800 PM

8292016 4:53.00 PM

8/29/2016 5.00:00 PM

KOWED G S MG 1PV
8292016 5.00.00 PM

§292016 5:30.00 PM
£/29/2016 5:32:00 PM

8/29/2016 5:46:00 PM
8292016 5:56:42 PM

202016 S3%0G PM

B2UIN 62 100 PM
K292016 6.2 100 PM
8292016 6:21:00 PM

$£292006 6:28:00 PM
8292016 6:32.43 'M
872972016 6:34:49 TM
8/29/2016 6:35:00 PM

8292016 6:36:41 PM
£2972016 7.00:00 PM
8292016 7:00:00 PM
8292016 7:00:00 PM
§29/2016 7.00.00 PM
§20/2016 7:00:00 PM
82972016 7.00.00 PM
§/29/2016 7:00:00 PM
8292016 7:00.00 PM
8292016 7:.00:00 PM
8/29/2016 7:00:00 PM
82972016 7:.00:00 PM
8292016 7:00:00 PM
8/29/2016 7:00:00 PM
8/29/2016 7:00:00 PM
8292016 7:34:49 PM
8292016 7:45.00 PM
87292016 7.45.00 PM

Mike Prock stationed as a dedicated individual while heater breaker is off for Train B Control Room Pressurization Fan
TAW SYS GK-121. Refl AP 26C-004.

Chemistry reports GDT #4 sampled

Stopped CGROANB, "CONTROL ROOM PRESSURIZATION FANT IAW SYS GK-121.

Started SGKOZ, "CONTROL-BLDG SUPPLY AIR UNIT" IAW SYS GK-121.

Suned CGKOA. "CONTROL BUILDING EXHAUST FAN" IAW SYS GK-121.

Mike Prock is no longer dedicated individual after closing heater breaker for Train B Control Room Pressunization Fan,
(ref 14:00 entry) In discussion with licensing. determined that the 1ssue with Fire Brigade qualification is not reportable
1o the NRC. An RER will be initiated. The issuc is associated with TIN: FB 1231421, course offering 69857 on 3/3/16
and course offering 69858 on 3/10/16.

Stopped CGKOAH, "CONTROL ROOM FILTRATION FAN" AW SYS GK-12]

Started CGKUZA, "ACCESS CONTROL EXHAUST FAN™ IAW SYS GK-121.

Deborated the RCS using BTRS for 2.5 minutes st a rate of 75 gpm IAW beginning of shift reactivity brief,
Completed STS CHODS "WASTE GAN DECAY TANK CURIE CONTENT SURVEILLANCLE” SAT .

Secured WGC 'A' IAW SYS HA-200

Completed STS I"I 004 "ALC BUTLEING AND CONTROU KROOM PRESSURE TEST" SA'T. (Trisin B

(el 11:55 entry) Performed independent review of TR 3.3.18 exit

Comnenced STS AB201D "ATMOSPHEIIC RELIEF VALVE INSERVICT VALVE TEST” Partial for retum o
service of "A” Aunosphene Relief Viltve, WO 1641 3026000 and WO 14 ) 1624-001

Commenced STN SIRO0T "PROCTSS RADEATION MONTTORING SYSTEM SOURCEH CHECK". Partial in st
of Cos Dievay Tk, Releane Pormil LTGRO 100,

Clearance Order: C21 D-AN-N-014 Tags Verified Removed

Comgleted STN SP0UT"PROCTESS RADIATION MONITORING SYSTEM SOURCE CHECR® SAT, Farual in
suppert of GRIP UIGIR200 5-100

“*Pptered Tech, Spee. 375~ 74 Clomplying with Condition B. Equipment taken out of service: TDAFW)?
inoperable while ALFIVOUL has N2 fsolited for STS AR 201D This entry was planned. e Opertional Risk
Assessment was reviewed. Current risk management actions are appropriate for the cument conditions. No additional
actions are necded.

Entry it Tech Spec 3.7.5 Condition B (ref 16:48)

independent SRO venfication and bases review completed.

Secured Radwaste Watch

Rate Bagry Secured fhe Wader Treatment Waich

=+ [aited Tech Spec. 37.5-%4%* Condition B. N2 has been restorad 1o TDAFW pump. TDAFW pusup is Opersible:

Stancd PEFTA, "ESSENTIAL SERY, WATER PUMP" IAW SYS EF-200 w support PMT WO 16-411 708-000).,
Exit from Tech Spec 3.7.5

independent SRO verification completed.

Diluted the RCS 140 gallons for Tavg control IAW beginning of shift Reactivity Brief.

"A" Service Water 1.6 paid

Comgaleted STN PP 200 "DIESED FIRE PUAME TIPOLPH MONTHLY OPERATION AND FUEL LEVEL CHECK
SAL

Completed STS AB 201D "ATMOSPHERIC RELIEF VALVE BNSERVICE VALVE TESTT SA

*+&=Exited Tech, Spoc. 374725 Condition A 1. ABPVOOD is Operable, All PMTs complete Satisfactorily,
Retumed ABPVONOL, "SG A ATOMSPHERIC RELIEF VALVE <FR> <CAT 1 AOV PROGRAM VALVE>
<AFFECTS CONTAINMENT/CLOSURE INTEGRITY> <LOCATION ON AB226DBB-10 AND ABO20EBD-8:
<TIME CRITICAL ACTION EQUIPMEN ™ <FR=FIRE RISK SIGNIFCANT COMPONENT=", to service, All PMTs
completed sat.

Stopped PANOIA, "DEMINERALIZED WATER TRANSFER PUMP* IAW skill of the crafl,

Clearance Order: C21 D-KA-A-014 Tags Venificd Removed

Clearance Order: €21 D-KA-N-014 Tags Venfied Removed

Exit from TS3.74

i SRO verification completied,

Clearance Order: C21 D-AB-N-029 Tags Venficd Removed

Relieved as CRS by T, Dunlop.

Relieved us RO by Tillman.

Assumed the Turbine watch.

Assumed the extra RO watch,

Reviewed the logs prior to assuming the watch and assumed the CRS watch.

Assumed the Site waich,

Assumed the Aux walch.

Reviewed the logs prior to assuming the witch and assumed the SM watch.

Assumed the SE watch.

Assumed the RO watch.

Assumed the BOP watch.

Relieved as BOP by Dekat,

Relieved as Work Control SRO and STA by K, Laubner.

Relieved as SM by M Blow.

Clearance Order: C21 D-AB-N-028 Approved to Hang

SM CONCERN: A Air Compressor has a leak on a braised fitting. will require new OO and a weld package repair.
Added ABPVO004, 5G D ATOMSPHERIC RELIEF VALVE <FR> <CAT | AOV PROGRAM VALVE>
<AFFECTS CONTAINMENT/CLOSURE INTEGRITY> <LOCATION ON AB229DHEB-10 AND ABO23EBD-8>
<TIME CRITICAL ACTION EQUIPMENT> <FR-FIRE RISK SIGNIFCANT COMPONENT=> to the EOL
Reason

T ARV is OOS for planned maintenance. Restore 1o operable in 7 days, Ref CO C21 D-AB-N-28. Ref 178 3,74,
The Current Risk Assessment was reviewed.
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LOGDATE ENTRY LATEENTRY ALUSER SS
R292000 TAS00 PM ****Tiered Tech. Spec. 3.7 4+#"** Complying with Condition A1, Eguipment taken out of service: "I ARV 5008 0 tadunlo mablow
for planned maintenance. Restore (o aperable in 7 days. Ref CO C21 D-AB-N-28. This sniry was planned,  The curment
Risk Assessment was reviewed. Curvent nisk manog actions are appropriate for the current conditions. No
additional actions are needed,
K200 TATM PM  Commenced §TH AL TOC "TDAFW PUMP INSERVICE CHECK VALVE TESTY 1 titlunky mahlow
8292016 7:51.03 PM  Clearance Order: (21 D-WM-N-010 Approved to Hang 0 kylaubn
8292016 8:09.00 PM  Deborated the RCS using BTRS for 2.5 minutes ot arate of 75 gpm IAW beginning of shifl reactivity brief’ 0 tidunlo  mablow
NG S IT0G M Conmnenced STS MO "WLEEKLY INSPECTION OF |25 VDC LEAD-CALCIUM BATTERIES” 0 Kuloudn mahlew
8292016 82106 PM  Clearance Order: (21 D-AB-N-028 Tays Verified Hung 0 kylaubn
B/29/2016 8.42:00 PM 1AW Al 22C-013, 1 have authorized 1&C to perform LC on GTREW@ which is behind protected train signs. Risk 0 mablow  mablow
was evalualed,
SMMAES50 PN Commencad STN ACO02 "WEEKLY TURBINE TEST 0 fudunks whlow
829201690100 PM  Stationed Mike Beard us dedicated operator 1o maintain TDAFWP operable iaw STS AL-210C section 8. 1. 0 tidunlo  mablow
R20206 90500 PN Completed STS MTOTK "WELEKLY INSPECTION OF 128 VDU LEAD-CALCTUM BATTERIES™ SA t Evlaubn  mublow
8292016 918:00 PM  Secured M. Beard as dedicated operntor jaw STS AL-210C section 8.1, 0 tdunlo  mablow
8/29/2016 92500 PM  Stationed M. Beard as dedicated opetator to maintain TDAFWP operable iaw STS AL-210C section 8.2. 0 tidunlo  mablow
8292016 930:00 PM  Aux Watch placed the CVCS cation bed in service IAW SYS BG-202. 0 madekat  mablow
82972016 937.00 PM  Securcd M. Beard as dedicated operator iaw STS AL-210C section 8.2. 0 tidunlo  mablow
AU 9330 PM Commenced STS AB20G1D "ATMOSPUERK RELITF VALVE INSERVICE VALNT VEST™. Pastial for AB PVAO04, 0 [T bl
WO 1641 1A T-001 and Vb 11O
S 0 e 10000 PM Commienes] STS BROO6 "RES WATER INVENTORY BALANCT. DSING FHE NS COMPLUTPR" ] Eidhunho b low
8292016 10:00.00 PM  Removed the CVCS cation bed from service, final DP 154 psid IAW SYS BG-202. 0 tidunlo  mablow
8292016 10:15:00 PM  Depressurized RHR header from 280 PSIGo 50 PSIG IAW SYS EJ-323 0 trillm mablow
Depressurized S from 210 PSIGio 50 PSIG IAW SYS EM-002.
B2972016 10:24:00 PM  Deborated the RCS using BTRS for 1.5 minutes at a rate of 75 gpm IAW beginning of shift neactivity brief. 0 tidunlo mablow
RZ0TH 10 2000 PM Completed STS AL-210C " TDAEW PUMIP INSERVICE CHECK VALVE TEST" SA (U tidunlo muibliow
§292010 10:44:00 PM  Stopped PEIOIA, "ESSENTIAL SERY. WATER PUMP jaw SYS EF-202. 0 tdunlo mahlow
S 2016 10:5700 P Complasd STN ACO0Y "WEERLY TURIMNE TEST SA1 0 tidunhe nmblow
8292010 110806 PM  **"Entered Tuch: Spee. 3.7.5.~%%*7 Complying with Condition B. Fquipment taken out of service: TDAFWP 0 tdimbke  mablow
inoperable shile ALTIVOOG has N2 jsoloted for STS AR20TD. This entry was planned, The Operational Risk
Assessment was reviewed. Current risk marssgzement actions ure appropriate for the current ¢onditions. No additional
metions are needed,
R2972016 11:25:00 PM  Notified Sys Ops-Transmission, Greg that personnel are entering the switchyard. 0 tidunio mablow
R2972016 12800 PM ***Tlaited Tech Spec. 37,5472 Condition B, N2 s been restored to TDAFW pamp, TDAFW puimp is Operable. 0 tidundo  mablow
R292016 11 37008 PM ****Lxited Tech, Spoc. 3.7.4-**% Condition A 1. STS AB-2011 and all pmt's have been completed sat for Al 0 tidunlo mablow
PV,
8292016 11:37:00 PM  Retumed ABPVOOM, "SG D ATOMSPHERIC RELIEF VALVE <FR> <CAT | AOV PROGRAM VALVE> 0 tidunlo mablow
<AFFECTS CONTAINMENT/CLOSURE INTEGRITY> <l OCATION ON AB229DBB- 10 AND ABO23EBD-8>
<TIME CRITICAL ACTION EQUIPMENT> <FR=FIRE RISK SIGNIFCANT COMPONENT>", 10 service. STS
AB-201D and all pmt'’s have been completed sat,
8/29/2016 11:44:00 PM  Entry into  and exit 3.7.4 and 3.7.5 0 mablow  mablow
independent SRO verification and bases review completed.
8292016 11:50:46 PM  Cleaance Order: (21 D-AL-T-006 Approved to Hang 0 kvlaubn
8292016 11:57:58 PM  Clearance Order. C21 D-GF-N-020 Approved to Hang 0 kylaubn
8302016 12:00:00 AM  Continued the Watch Mode: 1, 3560.95 MWL, 1234.6 MWe. 0 tidunlo  mablow
Major Fguipment Problems; 'B' Train CREVIS is QOS.
Majos Tech Spec Action Statements in effect: T/S 3.7.10
B30 206 1720008 AM Conpletad STN FP-040 "FIRE DOOR VISUAL INSPECTIONT SAT. For 15405970061 7 ihtaimn Jox Ty
UM 120000 AM Comerenced STS NE-OUS "BREAKER ALIGNMENT VERITTCATION® ¢ thunko bl
BS2000 1220045 AM Commenced STN RCO0S "1FIRE ALARM CONTIROL, PANEL KO-00% DAILY CHECK" () tihmlks bl
BIOR00H 110100 AM  Commenced STS SEOUT "POWER RANGE ADIUSTMENT TO CALORIMETRIC™ 0 tdinle mahdiw
S M2 120000 AM  Commenced STS REA "OPTR DETERMINATION" ¥ Dahonkes  nablow
8302016 12:05:00 AM  Clearance Order: C21 D-KA-N-015 Approved i Hang 0 kylaubn
S2006 120006 AM  Completst STN KCO0R "FIRE ALARM CONTROL PANEL KCARE DAILY CHECK™ SAT 0 e mabilow
RI02006 120500 AM  Completed STS REO12 "OPTR DETERMINATION® SA1 0 tiddimbo mublow
8/30/2016 12:34:00 AM  Notified Sys Ops-Transmission, Greg that personnel are exiting the switchyard. 0 tidunlo  mablow
8/30:2016 12:40:00 AM  STS BB-006 results are: ] trillm mablow
0.046 gpm Total Identified Leakage,
0062 gpm Total Unidentificd Leakape and
0.191 gpm Total T'S Identified Leakage.,
NCP. 95 gpm letdown. 2 hrs
8302016 12:52:00 AM  Systems Operations Generation, Greg called with daily totals of 0 tidunlo mablow
29440 Giross, 853 Aux, and 28587 Net
83072016 12:57:00 AM  Deborated the RCS using BTRS for 2.5 minutes atarate of 75 gpm IAW beginning of shifi reactivity bricl. 0 tdunlo  mablow
302010 1O AM  Complated S35 AB2MDR "ATMOSPHERIC RELITE VALVE INSERVICE VALVE TESTY SAT Purvial for Al it} Tithunko o
PVOUE, WO Toud 11617000 aad T d L EA2A040)
830:2016 1:17:00 AM  Placed rod control in manual iaw STS ST-001. 0 tidunlo  mablow
SIOD0NE L1900 AM  Completed STS BRA06 "ROS WATER INVENTORY BALANCE USING THE NPES COMPUTER" SA'l i} nichunle amhlow
8302010 13900 AM  Removed GIREOUZEB from service lor filer change. Complying with ODCM Table 3-2 Funcrion 1.a Action 40 0 tidunls  mablow
FEETEntered TR 233 Funetion § Condition D=*2*% 72 howrs to restone. This entry was planned
87302016 1:49:00 AM  Restored rod control 1o suto iaw STS SE-001. 0 tidunlo  mablow
$302006 1:52:00 AM - Restored GIRLEDO2 1B 1o service (ullowing 1ilter change. **™*Exited TR 3.3.3 Function $~**** Condition 1), il tidunlo  mshlow
8302016 1:52:00 AM  Removed GTRED021 A from service for filter change. Complying with ODCM Table 3-2 Function Lb, 1.¢ Action43, 0 tidunlo  mablow
8302016 1:53:00 AM  Clearance Order: C21 D-AP-N-006 Approved to Hang 0 kylaubn
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LOGDATE

ENTRY

H302010 15500 AM
R730/2016 1.58:00 AM
B02006 2: 004K AM

RV oe 20500 AM

BAD2016 23200 AM
B0 6 X 0000 AM
S 30 M e 20000 AM
83072016 3:33.00 AM
B302006 43000 AM
B3072016 5:00.00 AM

BA02016 S00:00 AM

302016 5:00:00 AM

K30:2016 5:00:00 AM

R30:2016 5:00:00 AM

8302016 5:05:00 AM
8730:2016 5:23:00 AM

8/30.2016 6:01:00 AM
8302016 6:22:00 AM
87302016 6:24:00 AM
2302016 6:26:00 AM
83022016 6:27:00 AM

8/30/2016 6:27:00 AM

8302016 6:30:00 AM
R/30/2016 6:30:00 AM
8730:2016 6:30:00 AM
83072016 6:43.00 AM
8730:°2016 7:00:00 AM
8/30:2016 7:00:00 AM
873022016 7:00:00 AM
30,2016 7:00.00 AM
87302016 7-00:00 AM
R30/2016 7:00:00 AM
8/30/2016 7:00.00 AM
R/30/2016 7:00:00 AM
8/30/2016 7:00:00 AM
8/30/2016 7:00:00 AM
8302016 7-00.00 AM
87302016 7:00:00 AM
8302016 7:00.00 AM
83022016 7:00:00 AM
8/30/2016 7:00:00 AM
8/30/2016 T-46:00 AM
$30/2016 7:48.00 AM
SHLZGHe 749 AM
A0 75100 AM

4/30/2016 8:00:00 AM
8/30/2016 8:02:00 AM
$/3022016 8:09.00 AM

Complaed ST SEA0] "POWER RANGE ADJUSTMENT 1O CALORIMETRICT SAT

Restored GTRED021A to serviee following filter change.

Commencad STN SIMI01 PROCESS RATHATION MONITORING SYSTEM SOURCE CHECR". Partial for HY

RES5. COAF LILB20s047

Comgrleted STN SP-O0T "PROCTESS RATHA PION MONTTORING SYSTEM SOURCE CHECK® SAT. Pavtial for HF

Ri:-45, COAF UILE2D 6047,

Completed STS CRANTSHITT LOG FOR MODES 1 2 AND 3° SAT

Commenes] S TS CLG0E"SHIFL LOG FOR MODES | 2 AND 3

Complerad ST8 NE-OOS "HREAKER ALIGNMENT VERIFICATHON" SAT.

Deborated the RCS using BIRS for 2.5 minutes atarate of 75 gpm IAW beginning of shifi reactivity bricf
Commenced SIN TCAGO] "MANUAL TIME CRETHCAL ACTION TIMING®

Added  ABPVOO03, SGC ATOMSPHERIC RELIEF VALVE <FR><CAT | ADV PROGRAM VALVE> <ATFECTS
CONTAINMENT/CLOSURE INTEGRITY> <LOCATION ON AB228DBB-10 AND ABD22EBD-8> <I'IME
CRITICAL ACTION FQUIPMENT: <FR-FIRT RISK SIGNIFCANT COMPONENT> 10 the FOL,

Reason:

" ARV i1 O0S for planned maintenance. Restore in 7 days Ref OO C21 D-KA-NDIS and T/S 1,74, Restore iaw work

tnstructions.
The Current Risk Assessment was reviewed.

=***Friered Tech, Spec. 3.7.5+"*** Complying with Condinion 1.1 Equipment tken out of service: TDAFWP 15 OOS
Tor planned marsienanee. Restore o opetable in 72 hows. Rel CO C21 KANS, C21 ALTO06, This vnlry was
planned. The current Risk Assessment was reviewed. € urment risk management actions are appropeiie {or the curment

conchitions. No additional actions ane needed.

s nlm\l Tech Spec. 3.7.4~7*%* Complying with Condinon A1 Equipment tuken out of service: 'C* ARV is OOS
for pl. s, Restore in 7 doys Ref'COC21 D-KANOLS. This etry was plarmed. The current Risk
Assesyment was reviewed. Curren) rigk management actions are appropriate for the curment conditions, No additional

wetions ane nosdial,

Added AL AUXILIARY FEEDWATER SYSTEM 1o the FOL.

Reason:

Entered the following valves in the EOL iaw STN TCA-001. ALVO056. ALVO061, ALVO66, ALVOOT0.

The Current Risk Assessment was reviewed,

Added PALO2. AUX FEEDWATER PUMP—TURBINE DRIVEN <FR> <TIME CRITICAL ACTION
EQUIPMENT> <FR - FIRE RISK SIGNIFCANT COMPONENT= to the EOL.

Reason:

TDAFWP is OOS for planned maintenanee, Restore to operable in 72 hours, Ref CO C21 KA-N-15, C21 AL-T-006,

Reswration iaw work instructions. Ref T8 3.7.5.
The Current Risk Assessment was reviewed.
A" Service water strainer DP is 1.6

Retumed AL, "AUXILIARY FEEDWATER SYSTEM", 10 service. ALVDOS6, ALVOO6E, ALVOOK6, ALVOOTO have

been restored 1o the locked open position,

Deborated the RCS using BTRS for 2.5 minules at a rate of 75 gpm IAW beginning of shift reactivity brief.
Clearance Order: C21 D-AB-N-028 Tags Verified Removed

Clearance Order: €21 D-GF-N-020 Tags Venficd Hung
Clearance Order: €21 D-WM-N-D10 Tags Verified Hung
Entryinto 374,375

independent SRO verification and bases review completed.
TAW AL 22C-013, 1 have authorized  MEL 1o perform breaker verification which is behind protected train signs. Risk

was evaluated.

Assumed the Treatment Systems/RW walch,
Assumed the Water Treatment Watch.

Qlearance Order: C21 D-AP-N-006 Tags Verified Hung
Clearance Order: C21 D-AL-T-006 Tuys Verified Hung
Assumed the BOP.

Assumed the Turbine watch.

Stationed as the extrn RO,

Assumed the WCSRO and STA watch,

Relieved as Aux Watch by Parsons,
Relieved as SE by Faircloth,

Assumed the CRS watch,

Relieved as CRS by Gholson,

Assumed the SM watch.

Relieved as SM by Camp.

Assumed the aux watch.

Assumed the RO waich,

Relicved s RO by Stone,

Assumed the Site watch.

Relieved as BOP by A, Meyer,

Commenced Discharge of LTDS Tank 'B' @ 71% to WWT Basing. IAW SYS HF. 141, LRP# UILC 2016-039
Initiated discharge of SLWMT ‘A’ (@ 90% to environs IAW SYS HF-203 UILB 2016-047

Comowencedl ST FPadt "HRE DOOR VISUAL INSPECTION® Panial fin | 5-309970.001
Compmenced STS PEACH "AUX BUILDING AND CONTROL ROOM PRESSURE TEST*. MY for "B" us

CRVIES

Started processing FDT 'B' (@) 85% to SLWMT 'B' (al 21% AW SYS HB-143/HB- 145
Initiated draining RHUT 'B' (@ 8% to WHUT (@ 6% IAW SYS HE-206
Depressunzed RHR header from 310 PSIG o 50 PSIG IAW SYS EJ-323,
Depressurized SI from 260 PSIGto 50 PSIG IAW SYS EM-002.
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LOGDATE

ENTRY

8302016 8:19:00 AM
8/30/2016 B:28:00 AM
8302016 8:31:00 AM
8730:2016 8:33:00 AM
8302016 5:39:00 AM
RA02016 8:40:00 AM

B/30/2016 8:45:00 AM
836 85500 AM
830:2016 9:02:00 AM
ANOD006 2000 AM
83072016 9:45:00 AM

8302016 9:46.00 AM
R3I072016 10:03:00 AM
RAO200 003 (0 AM

$/30:2016 10:05:00 AM
R/30/2016 10:22:00 AM
830:2016 10:34:00 AM
/3022016 10:52:00 AM

873072016 11:15:00 AM

8/30:2016 11:29:00 AM
8302016 12:12:00 PM
873072016 12:50.00 PM
87302016 12:54:00 PM

8302016 12;55:00 PM
87302016 12:58:00 PM
8302016 1:23:00 PM
R730.2016 1:31:00 PM
87302016 1:32:00 FM
873072016 1:41:00 PM
87302016 1:43:00 PM
83072016 1:45:00 PM
232 14500 MM
8730:2016 2:10:00 PM

87302016 2:14:00 PM
/302016 2:20:00 PM
8/30/2016 2:38:00 PM
8/30/2016 2:39:00 PM
8/30/2016 2:57:00 PM
£730/2016 3:05:00 PM

E/3022016 3:18.00 PM
£/30/2016 3:30:00 PM
/302016 3:42:00 PM
8/30/2016 3:52:00 PM

87302016 3:54:00 PM
87302016 3:55:00 PM
4/30/2016 4:11.00 PM

NOA00L6 41200 PM
8302016 4:27:00 PM
8302016 4:35:00 PM
R/30/2016 4:54:00 PM
5 2016 S0 '\
§/30/2016 5:00:00 PM
8/30/2016 6:10:00 PM

87302016 7.00:00 PM
8/30.2016 7:00:00 PM
8/30/2016 7:00:00 PM
R/30:2016 7:00:00 PM
87302016 7:00:00 PM
R30:2016 7:00:00 PM
87302016 7:00:00 PM
87302016 7:00:00 PM

Clearance Order. C21 D-KA-N-015 Tags Verified Hung

Initiated discharge of GDT #6 (@4 Tpsiy to environs 111GR2016-100 IAW SYS HA-204

Diluted the RCS 140 gallons for Tavg control LAW beginning of shift Reactivity Brief.

Notified Sys Ops-Transmission, Scott that Site Watch is entering the switchyard.

Started CCAOTA. "STEAM PACKING EXHAUSTER BLOWER "A" IAW SYS OMT-001.

Stopped CCAOTR, "STEAM PACKING EXHAUSTER BIOWER "B” IAW SYS OM1-001. Sealing Steam exhaust
vacuum stabiliaed a1 17.5 inches water,

Commence draining the DDHUT to  Hie/Liner IAW SYS HB-155

Commeneod SYS OMTA01 "OPERATIONS MONTHLY TASKS

Notified Sys Ops-Transmission, Scott that Site Watch is exiting the switchyard.

Commenced S TN PEO68 "TERIODIC TFSTING OF AIR OPERATED VALVES"

Received phone call from aux building that BL-V033 (RMW to CVCS components) located in the VCT valve room has
a leak of approximately 90 dpm. 1t appears that the leakolT in bonnet has been bent downward while seafTolding was
being constructed in the area. Scattolding work has been secured in room and supervisor directed to see shift manager
prior to recommencing. Valve has been backseated with info wy atached to valve. Leakage has stopped. CRY 106770,

WO 16-417212-000

Clearance Order: C21 D-KA-A-015 Approved to Hang

RCS boron concentration is 171 ppm per Chemistry sample taken at 0815 by Mayes,

Completed STS CHAO23 "BORIC ACTD TANK B BORON CONCENTRATION DETERMINATION" SA')
ceneentration is T3TH ppm

Secured SLWMT A’ (w 5% discharge to the environs IAW SYS HF-203. 14,408 gallons discharged.,

Secured the DDIUT druining to a Hie/Liner IAW SYS 11B-155,

‘A" SW striner d'p is 1 6 psid

Deborated the RCS using BTRS for 2.5 minutes at a rate of 75 gpm IAW beginning of shifi reactivity brief.

6.9 psidon "A” BTRS.

Closed DAVO9S and 108 for troubleshooting low vacuum on waterbox vent pump skid, will monitor for the next two
hours. Placed valves on whiteboard,

Clearance Order. C21 D-KA-A-015 Tags Verified Hung

Clearance Order: C21 D-LE-N-036 Approved 1w Hang

Secured GDT #6 (& 5.6 psig discharge to the environs IAW SYS HA-204

Aux steam restoration plan has been added to ops focus sheet O0S/degraded and JefT Isch is working with maint to
accelerute the retumn dates. The SM concem is closed,

Clearance Order: C21 D-GF-N-020A Approved to Hang

Clearance Order: C21 D-GF-N-020A Tugs Verified Hung

Clearance Order: C21 D-LE-N-036 T'ags Verificd Hung

Clearance Order: (21 D-GF-N-020 Tagx Verified Removed

Deboraicd the RCS using BTRS for 2.5 minutes atamte of 75 gpm IAW beginming of” shift reactivity brief.
Secured Rhut "B’ draining to CRW Sump IAW SYS HE-206 WHUT (@ 56%

Placed Rhut "B’ i (% on service in prep for blended flow IAW SYS HE-201.

Bypassed the Rhut Demins using the manual valves IAW SYS HE-203.

Commencud 8YS HE-202 " RECYCLE EVAPORATOR FEED DEMIN OPERA TTONS". Bypasaing Rhut Demins
Removed DAVOSS and 108 from white board, no change in waterbox vent pressure (~5,5" HgA), no other valves
indicatc leakage, will continue 10 run 3 pumps and monitor pressure.

Secured MSE HVAC iaw 8YS GF-120 1o support WO PMTs 14-396198-006'007.

Commenced blending 10 "B" RHUT in preps for outage iaw SYS BG-216 for COAF 6877

Clearance Order; C21 D-HB-N-049 Approved to Hang

Clearance Order: (‘21 D-HB-N-050 Approved 1o Hang

Started MSE HVAC iaw 8YS GF-120 afler completion of WO 14-396198-006007 PMTS.

Sccured FDT B’ (w 6% processing via the Zem System to SLWMT ‘B @ 63% IAW SYS HB-143 & S§YS HB-145.

7.119 gallons processed.

Flushed Tuf membranes & pumped the contents of Tk-1 1o FDT ‘A’ IAW SYS HB- 149

Clearance Order: C21 D-BL-N-008 Approved to Hang

Clearance Order: C21 D-GF-N-D20A 'I'ags Verified Removed

Added 7333 gals o blended flow to "B" RHUT iaw SYS BG-216, radwaste indicates ~12% "B" RHUT level, will blend
another 2000 gals to achieve ~14% in RIIUT.

Recommenced blended flow to "B RHUT iaw SYS BG-216

Clearance Order: C21 D-BL-N-OUS Tays Verified Hung

Depressurized RHR header from 3110 PSIG to 55 PSIG IAW SYS EJ-323,

Depressurized 81 from 300 PSIGto 50 PSIG IAW SYS EM-002.

Compileted STN PE-GER "PERIODIC TESTING OF AIR OPERATED VALVES" SAT

Placed Rhut *A' (@ 17% on service in prep for the flush IAW SYS HE-201.

Secured blending to RHUT "B* jaw SY'S BG-216.

Deborated the RCS using BTRS for 2.5 minutes ata rtc of 75 gpm IAW beginning of shifi reactivity brief.

Late Entry: Secured the Water Toeatrent Waleh

Secured the Treatment Systems/RW watch.

1 am making the control room door lateh an SM concern. The door is not reliably unlstching to allow ingress and egress.

Door 36043,

Reviewed the logs prior (o assuming the watch and assumed the Work Control SRO watch.

Assumed the SM watch.

Assumed the watch s CRS and STA.

Assumed the RO watch.

Relieved as WCSRO by Pitt. Relieved of the STA duties by Fuller.
Reviewed the logs prior 1o assuming the watch and assumed the SM UT watch.
Relieved as M hy Martinson.

Secured as the Extra RO,
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8302016 7:00:00 PM  Relieved as BOP by Norman. 0 almeyer]  jocamp

8/30:2016 700:00 PM  Relieved as RO by Justin Marchant. 0 jostone  jocamp

8302016 7:00:00 PM  Relieved almeyerl, BOP 0 wnonma  jocamp

8302016 700:00 PM  Assumed the turb waich. 0 hinguye  jocamp

8302016 70000 PM  Assumed the Aux watch. 0 beskile jocamp

87302016 7:00:00 PM  Assumed the Site walch. 0 juspeer  jocamp

M0 T3S0 M Commenoed S TN TOAOT"MANUAL TIME CREITICAL ACTION TIMING®, partial for As-Left dut collention e (¢ wdpit ermarnu |
AL VS, ALVOOGT, ALV U0, and ALVOGT]

S0 TAR00 MY Commensed $TS AR20TD "ATMOS FHERIC RELIEF VALVE INSERVICE VALYE TEST". partial lor test of ' 1] camartil  ermanil
Atmosphre Reliet Vabve,

B0 TI200 PM  Commenced STS AL 2GIC "TURBINE DRIVEN AUXILIARY FEEDWATER SYSTEM INSERVICTE VALV i mfullel  enmw |
TEST.

A6 TSAMPM  Commencal STS AR 2010 " THAFP STPAM ISOLATION INSERVICE VALVE TEST® ] mifullel  ermam|

RADDON TS0 PM Commenved STN AL20T "AUSILIARY FEEDWNTER SYSTEM VALV TEST 4] unlulle]l  ernsanti]

BA2006 75600 PM Commenced STN FC201 “TOAPW PLMP SYSTEM VALVE TEST ] witullel  ermanul

S302M016 82100 PM  ALVOOSH, ALVOO6], ALVO0G6, ALVOUTI cycled IAW STN TCA-01, Time Critical Actions testing. 0 mifullel  ermartil

8302016 8:26.00 PM  Clearance Order: €21 D-GB-B-017 Tags Venified Removed 0 edpitt

02016 82900 PM  ALVOOS6, ALVOOS 1. ALVD0G6, ALVOOT] returned 1o locked open posion IAW STN TCA-01. Time Critical Actions 0 mifullel  ermani]
testing complete:

8302016 9:02:00 PM  Stationed Lance Link as the dedicated s the dedicated operator for fan start, while conducting corrective maintenance () mifullel  ermartil
on SGKO4A discharge damper,

R/30:2016 9:02:00 P'M  Stationed Mike Payne as the dedicated individual at the discharge damper for SGKO4A, to support repairs, 0 mifullel  ermanil

HI02016 902:00 PM  Stanied SGKOMA, "CONTROL ROOM A/C UNIT <TIME CRITICAL ACTION FQUIPMENT="_ IAWSYS GK-123 0 mifullkel  crmaru]
for testing.

83072016 9:09:00 PM  Stationed Braud Skiles as the dedicated individual for securing the SGKO4A unit, IAW SYS GK-123. 0 mifullel  crmartil

RA020169. 1500 PM  Stopped SGKIMA, "CONTROL, ROOM A/C UNIT <TIME CRITICAL ACTION EQUIPMENT=", IAW 8YS (K123, 0 mifllel  ermartil

FA2EH S o0 PM Commenced STS AL-TG3 "TDATW PUMP INSEEVICE PUMIFTES T fl mifullel  armarul

83072016 9:19:00 PM  Secured Brad Skiles us the dedicated individual, 0 mifullel  ermartil

SS90 PN Comploted STN TCAGGT "MANUAL VIME CRITE AL ACTION TIMING". portial {or As-Found values for t edmit crmati|
ALVOOSH, ALVOOKT, ALVOOGG, T ALVIUTL, SAT

0290 MM Comploted STN TCAORT "MANUAL TIME CRITICAL ACTION BMPNG™, partial for-As-Lefi daw for ALVUESS, /] it crmarii |
ALVIGGT, ALVODRG, & ALVOOTL, SAT

8/30/2016 10:00.00 PM  Received Alrm 978 "COND PIT SUMP LEY HI". Dispatched Turbine Watch w investigate. Performing ALRY7B. 0 mifullel  crmartil

8/30/2016 10:15:00 PM  Upon investigation, one of the East Turbine bldg sump pumps is on CO# D-LE-N-036. The second East Twbine bldg 0 mifullel  ermartil
sump tripped on overcurrent. WO# 16-411481-000. There is a temporary pump being wsed to pump down the sump

87302016 10:22:00 PM  Clearance Order: (21 D-AL-T-006 Tags Verified Removed 0 edpitt

8302016 10:23:00 PM  Clearance Order: (21 D-KA-N-015 Tags Verified Removed 0 edpin

8/30/2016 10:26:00 PM  Clearance Order: C21 D-WM-N-009 Tags Venfied Removed 0 edpitt

87302016 10:43:00 PM - Smrted SGRO4A, "CONTROL ROOM A/C UNTT <TIME CRITICAL ACTION EQUIPMENT=", IAW SYS GK-123, 0 mifulle]  ermantil

8/30/2016 10:43:00 PM  Stationed Brad Skiles as the dedicated individual for securing the SGKO4A unit. IAW SYS GK-123. 0 mifulle]l  ermartil

8302016 10:55:00 PM  Mike Payne and Lance Link are no longer dedicated individuals. 0 mifulle]  ermartil

8302016 10:57-00 PM  Stopped SGKOMA, "CONTROL. ROOM A/C UNIT <TIME CRITICAL ACTION FOUIPMENT=" IAW SYS GK-123. 0 mifullel  ermarnl

8730:2016 10:59:00 PM  Secured Brad Skiles as the dedicated operator. 0 mifullel  ermanil

8302016 11:11.00 PM  Aux Watch placed the CVCS catiun bed in service [AW SYS BG-202. 0 mufullel  ermartil

R/30/2016 11:46:00 PM Removed the CVCS cation bed from service, final D/P 153 psid IAW SYS BG-202. 0 mifullel  ermartil

#31/2016 12:00:00 AM  Continued the Watch Mode: 1, 355849 MWt. 12327 MWe, ] mifullel  crmartil
Major Equipment Problems: None
Major Tech Spec Action Statements in effect: T53.74,3.7.5,3.7.10

SRL20H6 120600 AM  Commenved STN KU-D0K "FIRE ALARM CONTROL PANEL KC-D0% DALY CHECK" u mufullel  emamml

8312016 12202:00 AM  Reduced Turbine Load by 2 Trim Clicks, for Tave control. 0 mifullel  ermartil

SAVEG 123000 AM  Covmenced STS SEGO] "POWER RANGE ADJUSTMENT TO CALORIMETRIC™ U mifullel  ermanil

8312016 12:33.00 AM  Depressurized RHR header from 320 PSIG o 50 PSIG IAW SYS EJ-323. 0 jumarch  crmartil
Depressurized SIfrom 310 PSIGto 50 PSIG IAW SYS EM-002.

A32006 123700 AM  Conmencerd STIN AP-H2 "NSAFP PULL FLOW TTS T i mufullel  comaml

32616 124900 AM Compdeted STN KUGGE "FIRE ALARM CONTROL PANFL KC-008 DAILY CHECR™ SA1 ] mifille]l  cvmanil

S3020e 10500 AM  Complaed STS SEO0 "POWER RANGE ADIUSTMENT 1O CALORIMETRIC® SAT 1] mulullel  ermamil

§/31/2016 1:24:00 AM  Reduced Turbine Load by 4 Trim Clicks, for Tave control. 0 mifullel  ermantil

83172016 1:26.00 AM ‘A" Par B/U Hirs energized in anticipation for down power of plant to support STS AL-103, TDAFW INSERVICE 0 mifullel  ermartil
PUMP TEST,

8312016 14500 AM  Staned PALUL, "AUX FEFDWATER PUMP-~TURBINE DRIVEN <FR> <1IME CRITICAL ACTION 0 mifullel  ermanil
EQUIPMENT <FR- FIRE RISK SIGNIFCANT COMPONENT=>", IAW STS AL-104.

83122016 1:51:00 AM  Reduced Turbine Load by 4 trim clicks. 0 mifullel  ermanil

SA2006 13RO AM  Completed STS AL201C " TURBING DRIVEN AUNTLIARY FEEDWATER SYSTEM INSERVICE VALVE TEST 0 mifullel el
NAT for ALTIVOTE

8312016 21 100 AM - Swopped PALO2, "AUX FEEDWATER PUMP—TURBINE DRIVEN <FR> <TIME CRITICAL ACTION 0 mifullel  emanil
FQUIPMENT> <FR-FIRE RISK SIGNIFCANT COMPONENT=>", IAW 8T8 AL-103.

SABNA2 200 AM  Completind S1S AB201B "TDAFP STEAM ISOLATION INSERVICE VALVE TEST® SAT 0 mifulle]  ermunil

S312010 21600 AM " *Exited Tech Spec. 3.7.4~*4%* Condition A1 0 mifullel  ermanil

8312016 2:16.00 AM  Returned ABPVOD03, "SGC ATOMSPHERIC RELIEF VALVE <FR> <CAT | AOV PROGRAM VALVE> 0 cmartil  ermartil
<AFFECTS CONTAINMENT/CLOSURE INTEGRITY> <LOCATION ON AB228DBB-10 AND ABO22FBD-8~
<TIME CRITICAL ACTION EQUIPMENT=> <FR=FIRE RISK SIGNIFCANT COMPONENT=". to service,

S3116 IGO0 AM  Complaad STS AB261D " ATMOSPHERIC RELIEF VALVE INSERVICE VALVE TEST" SAT, peatind for 'C* ARV, 1) malulle!  ermanil

3312616 12000 AM  Comploted STN AL-261 "AUXILIARY FITDWATER SYSTEM VALVE TEST SAT, partial for ALHV-036, n mildlel  etmarul
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LOGDATE ENTRY LATEENTRY ALUSER S8 LSERTYPE
SALMNG 22200 AM  Completed STN FC-201 "TDAIW PUMP SYSTEM VALVE TEST* SA1 0 wifllc]  emuanil RS
K3L206 Y0000 AN Commenced ST5 CRaO01 "SHIFT LOG KR MODES 12 AND 37 1 mufullel  emuonil CRS
RAL2006 30800 AM - Completed STS CR-O01 "SHIFT LOG FOR MODES | 2 AND 3 SAT i mifullel e (RS
8/31/2016 3:11:00 AM  Systems Operations Generation, Rob called with daily wtals of 0 mifulle]l  emantil CRS
29433 Gross, 864 Aux.and 28569 Net.
RAL2016336:00 AM  Started PALOZ, "AUX FEEDWATER PUMP-~TURBINE DRIVEN <I'R> <TIME CRITICAL ACTION 0 mifullel  ermanil CRS
FQUIPMENT> <FR-FIRE RISK SIGNIFCANT COMPONENT=", IAW STS AL-103
R32016 34300 AM - Siopped PALDZ, "AUX FEEDWATER PUMP—TURBINE DRIVEN <FR= <ITME CRITICAL ACTION 0 mifullel  ermaml CRS
EQUIPMENT <FR-TIRL RISK SIGNIFCANT COMPONENT=", IAW STS AL-103
BA12016 3:44:00 AM  Clearance Order: C21 D-KJ-N-010 Approved w Hang ] edpitt co
§/31/2016 435:00 AM  Commenced Turbine unload at 2 4MW/min, in OPEN LOOF to establish reactor power </=97%, IAW §TN AP-102, (] mifullel  emaril CRS
NSAFP FULL FLOW TEST.
B/312016 437:00 AM  Placed control rods in MANUAL. CB 'TY is st 228 steps. 0 mifullel  ermanil CRS
B312016 4:40:00 AM  Inserted CB 'D' to 216 steps for Tuve control. 0 mifullel  emmanil CRS
B3120164:47.00 AM  Inserted CB D' to 206 steps for Tave control. 0 mifullel  ermanil CRS
R31720164:52:00 AM  Turbine load decrease is secured. Turbing lond is | 196MWe. 0 mifullel  ermartil CRS
8312016 4:52:00 AM  Inserted CB "D’ 10 202 steps for Tave contrel. 0 mifullel  ermanil CRS
R/3172016 5.00:00 AM  Estshlished Thermal Power at 96,67%, RX PWR TEN MIN MOV AVG is 1445 6MWith, 0 mifulle!  ermartil CRS
BAL2006 S3 00 AM  Commenced S1S CHLOR2 "CONDENSATE STORAGE TANK TOTAL CURIE CONTENT DETTRMINATION" 0 mifullel el (RS
8312016 535,00 AM  Alasmn 61C, PROCESS RAD MON FAIL, in, Performed ALR 61C, alarm not clear, WO# 15-409963-001. 0 mifullel  ermartil  CRS
NI 55100 AM  Complaed STS AL 103 "TDIAFW PUME INSERVICE PUMP TEST™ SAT il crmantil  ermanil M
RAVI0N6551:00 AM - Returned PALD2, "AUX FEFDWATER PUMP--TURBINE DRIVEN <FR> <TIME CRITICAL ACTION 0 ermartil  emuanil SM
EQUIPMENT> <FR=FIRE RISK SIGNIFCANT COMPONENT>". 0 service.
SA2016 S51.00 AM - " Euited Tech. Spee. 3.7.5-"*" Condition B.1. ] emuaril  ermunil SM
8312016535600 AM  “*“*Enwered Tech. Spee. 3.7.5+4%** Clomplying with Condition B.1. Foipment taken out of service: TDAFWP is 008 0 mufulle]  enmamil CRS
for STN AP-10Z, NSAFP FULL FLOW TEST . Restore 1o operable in 72 howrs. This entry was planoed. The current
sk Assessmemt was reviewod. Currenit risk management actions are appropriate for the current conditions. No
adcbitional actions ane necded,
831/2016 6:04:00 AM  Clearance Order: C21 D-AP-N-006 Tags Verified Removed 0 ermartil o
8/31/2016 6:25:00 AM  New SM Concern- The 'B' SBO failed to synch to the bus during the performance of STN AP-102. CR# 106804 0 jocamp  jocamp SM
83172016 6:30:00 AM  Assumed the Treatment Systems/RW walch. 0 mafeldh  ermamil TREAT
873172016 6:30:00 AM  Assumed Treatment Systems Witer Treatment Watch 0 kidonoh  emmanil TREAT
S312000 64400 AM  **“*Exited Tech Spee. 3.7.5-%4* Condivion B:1. 0 mifulle]  cmantil CRS
83172016 6:47:00 AM  Fntry into  and exit from TS 3,7.5 0 ermartil  emmanil SM
independent SRO verification and bases review completed.
8312016 6:47:00 AM  Exit from TS374 0 ermartil  ermartil  SM
independent SRO verification completed.
§/31/2016 6:55:00 AM  Service Water strainer A differential pressure was 1.6 psid at 2030 and 0500 0 juspeer  ermanil SITE
83112016 6:58:00 AM  Controls rods are in auto. 0 mifulle]  ermanil CRS
R312016 7:00:00 AM  Assumed the Aux watch. 0 nameffo  ermanmil AUX
8312016 7.00:00 AM  Assumed the CRS watch. o daghols emanil CRS
873172016 7:00:00 AM  Relieved as SM by Camp, 0 ermartil  ermartil  SM
8312016 700:00 AM  Assumed the turbine watch. 0 josaver  crmunil TURB
8/31/72016 7:00:00 AM  Stationed extra SRO. 0 wabrand  ermartil  SE
8312016 7.00:00 AM  Relieved as Work Contral SRO by Faircloth, 0 edpitt ermantil  SE
8/312016 7:00:00 AM  Assumed the SM waich, 0 jocamp  jocamp SM
83172016 7:00:00 AM  Assumed the WCSRO and STA waich. 0 thiairc ermantil  CRS
873172016 7:00:00 AM  Assumed the BOP waich. 0 jostone  ermartil RO
8731/2016 7:00:00 AM  Relieved by jostonc, BOP 0 ronomma  ermartil RO
8312016 7:00:00 AM  Assumed the RO watch. 0 getume  jocamp RO
83172016 700:00 AM  Relieved as RO by Tumer. 0 jumarch  ermantil RO
83172016 7:00:00 AM  Sccured as the SM U/ 0 stlink ermartil  SM
873172016 T:00:00 AM  Assumed the Site watch, 0 aalucas  crmartil  SITE
8312016 7:05:00 AM  Raised Main Generator reactive load 20 MVARS per request from 0 mifullel  emantil CRS
Westar Energy Transmission System Operutor, Scott
8312016 7:05:00 AM  Added TP-12 sizzling, CR 106785 as an SM concern. The TP has been Ragged off. 0 jocamp  jocamp SM
8312016 735:00 AM  Staned Discharging LTDS ‘B @ 64% 10 WT Basin'B’' IAW SYS HF-141 0 kidonoh  ermanil TREAT
873172016 B:00:00 AM  Assumed the RO, 0 almeyerl  ermantil RO
8312016 8:00:00 AM  Swstioned as the exira RO. 0 gewme  jocamp RO
8/3172016 8:00:00 AM  Relieved as RO by A Meyer. 0 getume  jocamp RO
8312016 8:09-00 AM ~ Withdrew Control Bank * D " 1.5 stepsto 209.5 steps withdrawn for axial offset control 1AW beginning of shift 0 daghols  emanil CRS
Reactivity Brief,
83172016 8:18:00 AM  Commenced raising power to 100% law GEN 00-004, 0 daghols  ermanil CRS
B3172016 8:18:00 AM  Withdrew 2 steps on CB "D" 16 212 steps. 0 daghols  ermartil CRS
831/2016 8:26:00 AM  Commenced loading wrbing mt 0.5 MW/min law GEN 00-004, 0 daghols  jocamp CRS
8312016 B30:00 AM  Placed WT Basin'A’ (¢! 44 in. On Service Removing WT Basin 'B' (@ 110 in. IAW SYS WT-100 0 kidonoh  jocamp TREAT
8312016 8:36:00 AM  Placed WT Basin B’ (@ 100 in. On Recirc with Mixer On IAW SYS WT-100 0 kidonoh  jocamp TREAT
SA16 8200 AM  Commmenced S TN FP-480 "FIRE DOOR VISUAE INSPECTION. Dloor 36043 4] wabrnd  pocanp Sk
873172016 8:51:00 AM  Control bank "D" is 225 steps. 0 daghols  jocamp CRS
83122016 8:51:00 AM  Main generator output is 12111 MWe. 0 daghols  jocamp CRS
8/31/2016 B:33:00 AM  Control bank "D" is at parked position of 228 steps. 0 daghols  jocamp CRS
B/312016901:00 AM  Deborated the RCS using BTRS for 3 minutes at a rate of 80 ppm IAW beginning of shift reactivity brief, ] daghols  jocamp CRS
83112016 9:01:00 AM  Assumed the extra SRO walch, 0 tidunlo  jocamp CRS
#312016909.00 AM  Depressunzed RHR header from 310 PSIG o 50 PSIG IAW SYS EL-323. 0 jostone  jocamp RO

Depressurized SI from 300 PSIGto 50 PSIGIAW SYS EM-002.
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8312016 9:10:00 AM
83172016 9:12:00 AM
83172016 922.00 AM
8/31/2016 9:22:00 AM
83172016 9.23:00 AM
B/31/2016 9:30:00 AM

8312016 9:32:00 AM
8312016 9:33:00 AM
R/31/2016 9:40:00 AM
8312016 9.44.00 AM
873172016 9.48.00 AM
R312016 9:49:00 AM

8312016 10:00:00 AM
SRN2016 10200 AM
8312016 100500 AM

83172016 10:06:00 AM
X312016 10:06:00 AM

8312016 10:06:00 AM

SIL2006 1010 AM
83122016 10:12:00 AM
83172016 10:21:00 AM
83122016 10:22:00 AM
873172016 10:29:00 AM
8312016 10:32:00 AM
8312016 10:33:00 AM
8312016 10:33:00 AM
£3I120016 10:34:00 AM
#31/2016 10:34:00 AM
R0 1A 10 AM

R312016 10:41:00 AM
FRLM e 1 200 AM

312016 10:43:00 AM
312006 10:43:00 AM
R312016 10:43:00 AM
RI2016 10:44:00 AM
B312006 10:48:00 AM
8/31/2016 10:48.00 AM
8312016 10:57:00 AM
8312016 10:58:00 AM
R312016 11:14:00 AM
$/312006 11:20:00 AM
§/31/2016 11:21:00 AM
R3L2006 112108 AM
873172016 11:31:00 AM
8312016 11:36:00 AM
8/31/2016 11:38:00 AM
83122016 11:45:00 AM
8312016 12:00:00 PM
8312016 12:14:00 PM

RAL201612:14:00 PM
8312016 12:14:00 PM
8312016 12:39:00 PM

S3L2016 124200 PM

8/3122016 12:43.00 PM
SF2006 124360 PM

Added 7 gals of Acid to WT Basin 'B' pH i 9.4 1AW SYS WT-150

Deborated the RCS using BTRS for 3 minutes at a rate of 80 gpm IAW beginning of shift reactivity brief.

Sys Ops. Lamry, called for status update on raising load.

Deborated the RCS using BIRS for 4 minutes at a rate of 80 gpm IAW beginning of shift reactivity brief.
Clenrance Order: €21 D-KJ-N-010 Tags Verified Hung

Checked WT Basin'B' pH (@ 7.5. Turmed Mixers Off and Call Chemistry Laura Swisher to have them Sample the Basin
for Release 1AW SYS WT-100

Justin from SyS Transmission called for two personnel to enter swyd for drawing reviews/walkdowns.
Deborated the RCS using BTRS for 4 minutes at a rate of 80 gpm IAW heyginning of shift reactivity brief.
Deborated the RCS using BTRS for @ minutes ata rate of 80 gpm IAW beginning of shift reactivity brief.
Clearance Order: (21 D-SR-N-011 Tags Venlied Removed

Deborated the RCS using BTRS for 4 minutes at a rate of 80 gpm IAW beginning of shift reactivity brief.
Communications Group, called to indicate that siren JW1 Jacob Creek, will be out-of-service for routine maintenance,
Reviewed AP 26A-001, REPORTABLE EVENTS - EVALUATION AND DOCUMENTA TION, Attachment E,
REPORTABILITY FOR LOSS OF SIRENS, One siren being out-of-service does not constitute a major loss of
emergency assessment capability.

Sevurcd the extra SRO waich,

Comgieted S TN FP-450 "FIRE DAMPER INSPECTION AND DROP TES 1T SA1

S Entered TR 33 18- Complying with Condition A 2.1, Feuipment taken aut of service: GE RE-92

cocc oo

SoSo oo

non-functivnal to support 8 TS PLE004, Crab samples requined once per 24 Bowrs, This entry was planned. The current

Risk Asseasment was reviewed. Cumrent risk management actions are appropriate tor the carment conditions, No
additional actions are needied.
Reduce RCDT level from 51% 1o 22% & pressure from 17 pig to 5 psig IAW SYS HB-120.

SO Lntered TR 338" Complying with Condition A 1. Eguipment tren oul of serviee: G RE-92 pon-dungtional 0

1o support STS PE-004, Restore in 48 his,. This entry was planned. e curent Risk Assessment was reviewad.
Current risk management actions ang dppropriate o the current conditions, No additional actions are sneeded.
Added GERED092, COND AIR RMVL SYS RADIATION DETECTOR 1 the EOL

Reason;

GE RE-92 remwoved from service in avcordance with SYS GE-122 10 support STS PE004. TR 3.3.18. 24 prab samples

required,

‘The Current Risk Assessment was reviewed,

Commenced STN IC-245 "CALIBRATION OF RHRSIS FOT LEG BECIRC FLOW LOOP”

Stopped CGEQLA. "CONDENSER AIR REMOVAL FILTRATION FAN" IAW SY'S GE-122 to support ST'S PE-004.
Adjusted Turbine Load 4 Trim Clicks Up

Adjusted Turbine Lowd 8 Trm Clicks Up

Adjusted Turbine Load 4 Trim Clicks Up

Adjusted Turbine Lond 4 Trnm Clicks Up

Stopped CGLOIB, "AUXTFUEL BLDG NORMAL EXHAUST FANT IAW STS PE-004,

Stopped SGLOL, "AUXILIARY BLDG, SUPPLY AIR UNITTIAW STS PE-004,

Stopped SGGO1R, "FUEL BLDG SUPPLY AIR UNET™ IAW STS PEO04.

Inserted CB "D" one step to 227 steps for Tavg control.

Copmencad TS MTO29A "FUNCTIONAL TEST OF 456 AND 120 VOLT MOLDED CASE CIRCUTT
HEEARERS™ AW 1540004 1023 fur PGOISGDES

Adjusted Turbine Load 4 Trim Clicks Up

Commenead STS MEG24A "FUNCTIONAL TEST OF 430 AND 120 VOLT MOLDED CASE CIRCLNT
BREAKERS™, FAW L3066 1-030 For PG 9GS

Stopped CGRO3A, "MAIN STEAM FENCL. BLDG EXHAUST FAN" IAW STS PE-004,

Stopped SGID1, "MAIN STEAM ENCLOSURE BIDG S, A, UNIT™ IAW STS PE-004

Stopped SGROZ. "CONTROL-BLDG SUPPLY AIR UNIT® IAW STS PE-O04

Stopped CGKO1A, "CONTROL BUILDING EXHAUST FAN" STS PEOO4.

Stopped CGRO2A, "ACCESS CONTROL EXHAUST FAN" S18 PE-004.

Clearance Order; (21 D-HB-N-050 Tags Verificd Hung

Clearance Order: (21 D-HB-N-049 Tugy Verified Hung

Stanted CGGO2B, "EMERGENCY EXHAUST FAN" IAW STS PE-004.

Naotified Sys Ops-Transmission, Justin that Site Waich is emtering the switchyard.

Staned CGKOAB, "CONTROL ROOM PRESSURIZATION FPAN" IAW §YS GR-122 1o support STS PE-O04,
Started CGKOIB, "CONTROL ROOM FILTRATION FAN" IAW SYS GK-122 to suppon §15 PE-O04.
Completed STN FP-430 "FIRE DOOR VISUAL INSPECTION™ SAT. IAW WO 1641721 1000 partial for 36043
Notified Sys Ops-Transmission, Justin that Site Watch is exiting the switchyard.

SM Concemn UPDATE: The Control Room door has been fixed and is operating properly. SM Concemn closed,
Adjusted Turbine Load 2 Trim Clicks Up

Secured extra SRO,

CB "D" now at 219 sieps: adjusted for Tavg control

Returned CGKMMB, "CONTROL ROOM PRESSURIZATION FAN™, to service. "B train CREVS restored o operable
status, scoeptance criteria met per STS PE.O04,

rETExited Tech, Spec. 3 71040 Condition A Aceeptance crtenia for STS PEG04 has been et for "B trin

CREVS.

Exited emergent work 1o support B CREVS,
Added MFP B HPU pump 5B, CR 106786, as an SM concemn.
Compleasad STS CHAU2O "HEACTOR COOLANT CHLORIDE FTUORIDE AND DISSOLVED OXYGEN

DETERMINATION" SA

RCS  boron concentration is 168 ppm per Chemistry sample takenat 0945 by Swisher.
Completed STS CHAO2 L SPENT FUEL POOL BORON CONCENTRATION DETERMINATION® SAT . Buron

concentration = 2470 ppm

s|Eccoc oo oo
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LOGRATE ENTRY LATEENTRY ALUSER S8 USERTYPE
S0 124300 PM Completod SIS CHAO3 | "REACTOR MAKELP WATER STORAGE TANK ANDIOR OUTSIDE TEMPORARY ] daghols — jocmp  CRS

TANK TOTAL CORIECONFENT DUTERMIMAFHON" SAT |
83172016 12:44:.00 PM  Exit from 3.7.10 0 jocamp  jocamp  SM

independent SRO verification
SR 2000 125400 PM Commenced STS BE-006 "ROS WATTR INVENTORY BALANCE USING THE NFIS COMPUTER® 1 dughols o CRS
87312016 1:04:00 PM  Stationed Matt Parsons as dedicated Operatar 1AW SYS (GG-200. 0 gewme  jocamp RO
§3172016 1:0500 PM  Stopped CGGOZH, "EMERGENCY EXHAUST FAN" IAW SYS GG-200 and restoration section of §T8 PE-004, 0 getume  jocamp RO
B3172016 1:10:00 PM - Matt Parson is no longer stationed as Dedicated operator LAW SYS GG-200. 0 getume  jocamp RO
8312016 1:20:00 PM  Staned SGGOTH, "FUEL BLDG SUPPLY AIR UNIT® IAW SYS GCG-200 0 support STS PE-004, 0 getume  jocamp RO
R312016 12100 PM Started SGLOT, "AUXILIARY BLDG, SUPPLY AIR UNIT" IAW SY'S GG-200 1o support STS PE004, 0 gotume  jocamp RO
SAE2006 12300 P Completed STN IC-245 "CALIBRATION OF RHR'SIS HOT LEG RECIRC FLOW LOOP SAT i thiane jocamp  CRS
8312016 12600 PM  Started SGKOZ, "CONTROL-BLDG SUPPLY AIR UNIT® IAW STS PE-DO4, 0 getume  jocamp RO
82312016 1:28:00 PM  Stanied IFT01PA, "MOTOR DRIVEN FIRE PUMP iaw SY'S 11293 10 support fire protection PMTs, 0 daghols  jocamp  CRS
8312016 1:30:00 PM  Relieved as Water Treatment by Ryan Gilbert. 0 kidonoh  jocamp TREAT
8312016 130:00 PM  Assumed the Water Treatment Waich 0 rygilhe  jocamp TREAT
312006 L3400 PM  Started CGHIZA, "MAIN STEAM ENCL. BLDG EXHAUST FAN" TAW SYS GI-120 to support S1S PE-ON, 0 getume  jocamp RO
312016 13500 PM  Started SGRIL "MAIN STEAM ENCLOSURE BLDG S, AL UNEE® IAW SYS G- 120 10 suppon ST5 PEOOJ, (1] petume  jocamp RO
RAL2016 L3600 PM  Started CGEOTA, "CONDENSER AIR REMOVAL FILTRATION FAN" IAW SYS GE-122 w0 support ST'S PE-004, 0 gelume jocamp RO
87312016 1:37:00 PM  Staried CGROTA, "CONTROL BUILDING EXHAUST FAN" IAW STS PEOO4. 0 geturne  jocamp RO
W312016 13700 MM Swned CGROZA, "ACCESS CONTROL EXHAUST FAN" IAW STS PE-O04, 0 gatume  jocamp RO
8312016 1:43:00 PM  Restored GTREN022 1o service. STN SP-122 is complete. 0 daghols  jocamp CRS
RA12006 LSOO0 PM ***Exited TR 3.3 1874 Condition A2.1. GEREYZ restonsd taw SYS GE-122, 0 daghols  jocamp  CRS
8312016 15000 PM  Returned GEREODY2, "COND AIR RMVL SYS RADIATION DETECTOR", to service. Restored per 8YS GE-122. 0 daghols  jocamp CRS
NAL2006 15000 PM " Exited TR 33 18<"757 Candition A. 1. GERFO2Z restored faw SYS GE-122, 0 daghols  jocap  CRS
N3 2010 1STR MY Complaed STN SP-122 "CHANNEL CALIBRATION CONTAINMENT PURGE SYSTEM RAINATION MONITOR 0 thining g CRS

G REOUIT" SAT WO 164 12481000
831/2016 2:00:00 PM  Clearance Order: C21 D-FP-N-020 Tags Verificd Removed 0 thfairc co
8312016 2:19:00 PM  Stationed Matt Pursons as dedicated operator IAW SYS GK-121. 0 getume  jocamp RO
S MHs 2900 M Commenced STS PEAR2 "CHARCOAL ADSORBENT SAMPLING FOR NUCLEAR SAFETY RELATED UNIES". ¢ thiirg ey CRS
873172016 220:00 PM  Suspended the Recire of WWT Basin 'R (@ 100", IAW SYS WT-100. Chemistry Reponts pllis 7.7 0 rygilbe  jocamp TREAT
83172016 224:00 PM  Clearance Order: C21 D-LE-N-036 Tags Verified Removed 0 thfaire €0
RA12016224:00 PM  Stopped CGROMEB, "CONTROL ROOM PRESSURIZATION FAN" IAW SYS GK-121 10 support STS PE-004, 0 geume  jocamp RO
8/31/2016 2:25:00 PM  Mant Parsons is no longer stationed as dedicated operator IAW SYS GK-121 0 getume  jocamp RO
R312016 22600 PM  Stopped CGKO3R, "CONTROL ROOM FILTRATION FAN" TAW SYS GK-121 1o support 5TS PE-(104, 1 getume  jocamp RO
831201622700 PM  Communications Group called, JW1, Jacobs Creck, was retumed to service. 0 thfairc jocamp CRS
$312016 232:00 PM  Started CCGOIA, "CONDENSER VACUUM PUMP" iaw SYS CG-120 1o support SYS OMT-001, 0 daghols  jocamp CRS
$312016 23400 PM  Stopped (CGU1 B, "CONDENSER VACUUM PUMP" iaw SYS CG-120. 0 daghols  jocamp CRS
8312016 253:00 PM  Retumed SQ064, "L OOSE-PARTS MONITORING PANFL". to service. Retest per STS CR-001 SAT, ] daghols  jocamp CRS
BAI2006 25300 PM  ****Exited TR 3.3.12~%2** Condition A. L. Lonse parts is funcional, retest per S8 CR-G01 1s complete. i daghols  jocamp RS
8/31/2016 3:.04:00 PM  Made App R light A-39 an SM concern. 0 jocamp  jocamp SM
N3 JAZ00PM  Complaed STN AP-102 *NSAFP FULL FLOW TEST™ for o credie. CR #1804 it dughols  jocasgp CRS
83172016 3:19:00 PM  STS BB-006 results are: 0 almeyerl  jocamp RO

0061 gpm Total Identificd Leakage.

0.227 gpm Total Unidentified Leakage and

0.206 gpm Total 175 Idenufied Leakage.

NCP, 96 gpm letdown, 2 hrs
8312016 414,00 PM  Stopped TFPOOTPA, "MOTOR DRIVEN FIRE PUMP" jaw SYS FP-293. 0 daghols  jocamp CRS
BG4 2600 PV Commenced STN SPLET "PROCESS RADIATION MONTORING SYSTEM SOURCE CHECK". Partial For GRP 1] daghaole jocanp  CRS

Nile- 102,
REL2006 13500 PM Coapleted STS PEOGS "ALX BUILDING AND CONTROL ROUM PRESSURE T1EST™ SAT u thfain jocammp  CRS
§/31/2016 5:00:00 PM  Secured the Water 1reatment Waich 0 npilbe  jocamp TREAT
8/3172016 5.00:00 PM  Sccured the Treatment Systems/RW walch, 0 mafeldh  jocamp TREAT
83172016 503,00 PM  Depressurized RHR header from 300 PSIG o 50 PSIG IAW SYS FJ-323, 0 jostone  jocamp RO

Depressurized S1 from 300 PSIGto 50 PSIG IAW SYS EM-002.
AN 2006 54300 M Completed STN SPATPROCLESS RADIATION MONITORING SYSTEM SOURCT CHECK® SAT, parvial for 1] daghols  jocamp (RS

GRP 2016102
R3172016 5:13:00 PM  STS BB-006 results anc: 0 almeyerl  jocamp RO

0.043 gpm Towl Identified Leakage,

0.219 gpm Total Unidentified Leakage and

0.188 gpm Total 175 Identified Leakage.

NCP, 96 gpm lesdown, 2 hrs, confirmatory.
8317201652300 PM  Clearance Order: (21 D-KI-N-010A Approved 1o Hang 0 thiaire (&4]
8312016 5:30:00 PM  Service water strainer dp checked twice per shift both times dp was 1.6. 0 aslucas  jocamp  SITE
8312016 5.38:00 'M  Diluted the RCS 140 gallons for Tavg control IAW beginning of shift Reactivity Bricf. 0 daghols  jocamp (RS
8/31/2016 5:42:00 PM  Clearance Order; C21 D-KJ-NOI0A Tags Verified Hung 0 thiaire co
R312016 54500 PM  Started CGIU2, "MINI PURGE EXTL FAN" iaw SYS GT-120, commenced purging cimt per GRIP 2016-102, 1] daghols  jucamp (RS
8312016 5:53:00 PM  Received ALR 61B, "Process Rud Hi", for GTRE22 and 31, both monitors are in ALERT, expected for purging cumt 0 daghols  jocamp CRS

with higher activity levels due to leakage into ctmt. both monitors are within setpoints for permit.
873172016 5:56:00 PM  Clearance Order: C21 D-KJ-N-010 Tags Verified Removed 0 thfairc [ae)
SIL20M6 60200 PM  Complaed S1S BB-006 "RCS WA FER INVENTORY BALANCE USING THE NPIS COMPUTTER" SAT, Fotal i daghols  jocamp  CRS

Uinidentificd heakuge rare from initinl aned confinmatory cheeks i 0.223 gpm ODMI 2005057 and CIUCIDBTAY hiove been

implenented written for for identitfying leak, solacond repair. Awt butldmy wallkdown has been completed for this

shift. Cureenly pepair scheduled for outage, will contin o moniter with o ctmt walkedowrs entry seheduled for

TR,
83172016 7.00:00 PM  Assumed the Aux Waich 0 adbalze  jocamp AUX
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LOGDATE ENTRY LATEENTRY ALUSER S$S§
8312016 7:00:00 PM  Relieved as WOSRO by Pitt. Relieved of the STA duties by Fuller. 0 thfairc jocamp
8/31/2016 7:00:00 PM  Assumed the Turbine watch. 0 juspeer  jocamp
83172016 7:00.00 PM  Assumed the site watch. 0 hinguyc  jocamp
87312016 7:00:00 PM  Reviewed the logs prior to assuming the wutch and assumed the SM U1 watch 0 stlink ermarti|
83172016 70000 PM  Reviewed the logs prior to assuming the watch and assumed the Work Control SRO watch. 0 edpitt jocamp
83122016 7.00:00 PM  Assumed the BOP watch. 0 jumarch  jocamp
83172016 7:00.00 PM  Relicved as BOP by Justin Marchant, (] jostone  jocamp
8/31/2016 7:00:00 PM  Relieved as SM by Martinson. 0 jocamp  jocamp
873172006 700,00 PM  Assumed the Warch as CRS and STA, 0 mifullel  crmanil
8312016 7:00:00 PM  Relieved as RO by Norman. 0 almeyer]  jocamp
83172016 7.00.00 PM  Sccurcd as the Extra RO. 0 getume  jocamp
83172016 7:00.00 PM  Relieved as CRS by Fuller. 0 daghols  jocamp
8312016 7:00:00 PM  Relieved almeyer], RO 0 TONONmA  jocAmp
873172016 T00:00 PM  Assumed the SM waich, 0 ermartil  ermartil
312006 70100 P'M  Swopped CGIO2, "MINI PURGE EXH. FAN", AW SYS G1-120. ] mifullel  ermam]
83172016 7:41:00 PM  Clearance Order: 21 D-LF-N-022 Approved to Hang 0 edpitt
§32000 1300 PM Placed GKREDMM in bypass for Calibration of Power Supplics, IAW INC C-1005. ****Emered 1.8, 3137 lunction 3 0 mifullel  enmarul
Condition A-"***. T days to restore,  This entey wars planiesd
83172016 8:29:00 PM  Diluted the RCS 140 gallons for Tavyg control IAW heginning of shift Reactivity Brief. 0 mifulle]l  crmantil
8312016 83500 PM  Clearance Order. C21 D-LF-N-022 Tags Verified Hung 0 edpilt
8312016 8:52:00 PM  Clearance Order: (21 D-FP-N-020A Approved 1o Hang 0 edpitt
8312016 8:5700 PM  Clearance Order: (21 D-AB-N-030 Approved to Hang 0 edpitt
WIL2006 90700 PM  Restorad GKREMM 1o service, ****lixited 1.5, 3.3.7 Function 3 Condition A~*74% 0 mifullel  ermaril
$AL2H6 90700 M Placed GORENNE in bypass for Colibrition of Power Supplics, IAW INC C-1008. 1.5, 3.3.8 Funiction 3 Not Applicable 0 mifulle]  crmaril
No Fuel Movemen in Priogress.
R312016 92400 PM  Clearance Order; C21 D-PS-N-017 Approved to Hang 0 edpitt
8312016 9:26:00 PM  Clearance Order: C21 D-PS-N-017A Approved to [any 0 edpitt
832006 949:00 PM  Restored GGREOO2S 1 servive, 0 mifulle]  crman!
83120160 549:00 PM  Placed GTREDD3 1 in bypass for Calibration of Power Supplics. IAW INC C 1008, Reference T.S. 3.3.6 Fumetion 3 ] mifullel  crmantil
Condition A and 1.8, 3.4.15.b. No actions required (1TREO032 operable.
83172016 10:06:00 PM  Transferred from BAT 'B' 1o BAT ‘A", IAW SYS BG-206. BAT "A level was increased from 88% 10 93%. 0 mifullel  emmanil
8312016 100900 PM - Started PBGO2A, "BORIC ACID TRANSFER PUMI™, for placing the 'A" BAT tank on recireulation for chemistry ] milullel  crmarti]|
sampling.
B31/2016 10:1700 PM Restored GIREO03 | 10 service b mifullel  ermartil
8312016 10:220:00 PM  Aux Watch placed the CVCS cation bed in service IAW SYS BG-202. 0 mifullel  ermartil
87312016 10:46:00 PM  Started CGNO2B, "CAVITY COOLING FAN", IAW SYS OM1-001. 0 mifullel  ermarti]
312016 10:46:00 PM  Stopped CGNO2A. "CAVITY COOLING FAN", IAW SYS OMT-001. 0 mifullc!  ermaril
SATZEA AT 00 PM Commensad STS BEA6 "ROS WATER INVEN TORY BALANCE USING THE NPIS COMPUTER" ) wifullel  ermanil
312006 10:45:00 PM Stned CGLOIA. "AUXTFUEL BLDG NORMAL EXHAUST FAN" IAW SYS OMT-001. 0 mifullel  ermarml
B312006 10:48,00 PM - Secured CGLOIR, "AUXTUEL BLDG NORMAL EXHAUST FAN", IAW SYS OMT-001. 0 milullel  emanil
8312016 10:50:00 PM Stopped SGGU1B. "FUEL BLDG SUPPLY AIR UNIT®, IAW SYS OMT-001. 0 mifullcl  ermarul
R312016 10:51:00 PM  Stamed SGGOTA, "FUEL BLDG SUPPLY AIR UNIT®, IAW SYS OMT-001. 0 mifullel  enmanil
8312016 10:54:00 PM  Removed the CVCS cation bed from service, final D'P 15.4 psid LAW SYS BG-202. 0 mifullel  ermarul
8312016 10:5700 PM - Stanted (GIO3B. "MAIN STEAM ENCL. BLDG EXHAUST FAN™, IAW SYS OMT-001, 0 mifullel  ermartil
8312016 10:57:00 PM Stopped CGIO3A, "MAIN STEAM ENCL. BLDG EXHAUST FAN™. IAW SYS OM1-001. 0 mifullel  crmantil
RA12006 105800 PM - Started CGEOLR, "CONDENSER AIR REMOVAL FILTRATION FAN, 1AW SYS OMT-001, 0 mifullel  enmarti|
8312006 10:55:00 PM - Swopped CGROTAL "CONDENSER AIR REMOVAL FILTRATION FAN". IAW SYS OMT-001. 0 mifullel  crmaril
§312016 10:59:00 PM  Started CGKO1B, "CONTROL BUILDING EXHAUST FAN", IAW SYS OMT-001. 0 mifullel  crmartil
BAL2006 10:59:00 PM  Stopped CGKOTA, "CONTROL BULLDING EXHAUST FAN", IAW SYS OMI-001, 0 milullcl  crmanil
RA12016 1EO0:00 PM - Started CGRO2R, "ACCESS CONTROL EXHAUST FAN", 1AW SYS OMT-001, 0 mifullel  ermarnil
KA12006 110000 PM - Stned CGHOLA, "RADWASTE BLDG EXTHIAUST FAN®, 1AW SYS OMT.001. 0 mifullel  ermartil
8312006 110000 PM - Stopped CORO2A, "ACCESS CONTROL EXHAUST FAN", IAW SYS OM1-001. 0 mifullel  ermartil
BAL2016 110100 PM - Stopped CGHOTB, "RADWASTE BLDG. EXHAUST FAN", IAW SYS OMI-001. 0 mifulle!  ermanil
8312016 11:11:00 PM  Deborated the RCS using BTRS for 3 minutes at arate of' 50 gpm IAW beginning of shift reactivity brief, 0 mifullel  ermantil
WILZ006 111200 PM Placed GEREDO3Y in bypuiss for Calibramion of Power Supplies. TAW INC C- 1008, Complying with ODCM Table 3.2 0 mulullel  enmamil
Function 2. Action 41, Containment purge not in progress,  This entry was planned.
B312016 11:24:00 PM  Clearance Order: €21 D-BL-N-008 Tays Verified Removed 0 edpitt
RAL2006 112600 PM - Restored GIREOUS to service, 0 mifullel  enmartil
8312016 11:41:00 PM Entry into and exit from 15 3.3.7 0 crmartil  ermartil
independdent SRO verification and bases review completed.
&/312016 11:54:00 PM A SW strainer DP is 1.6 psid. 0 hinguye  ermanil
RAL2016 115700 M Placed GEREVO3L in bypass Tor Aller chunge, IAW CHS AX-GO2. Reference 1.5 3.3.6 Function 3 Condition Aand 0 nufullel  ermartil

IS 3415 No actions required GUREDO32 operable
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' CONTROL ROOM LOG

LogDate Entry User UserType

4/1/2016 1:43:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM styunk CRS
SOURCE CHECK", Partial for HFRE0045 for LRP UILB2016-017.

4/1/2016 3:40:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor styunk CRS
FCRIC385B , channel
381 , No Pulses-Time Out in and clear. WO #15-409963-001.

4/2/2016 2:38:00 AM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM chwoods  CRS
SOURCE CHECK" SAT. Partial for HFREO(O435.

4/2/2016 3:41:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset. ODMI 2015-07

4/2/2016 4:13:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset. ODMI 2015-07

4/2/2016 6:23:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset. ODMI 2015-07

4/2/2016 7:45:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. styunk CRS
Alarms immediately reset, ODMI 2015-07

4/2/2016 9:54:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

4/2/2016 2:14:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. styunk CRS
Alarms immediately reset, ODMI 2015-07

4/2/2016 3:43:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

4/2/2016 3:58:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

4/2/2016 4:23:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

4/2/2016 5:08:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

4/2/2016 6:10:00 PM  Received alarm 61B, Process Rad Hi-Hi. GTRE32 particulate in alarm due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

4/2/2016 6:57:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

4/2/2016 7:28:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

4/2/2016 7:43:00 PM  Received alarm 61B, Process Rad Hi-Hi. GTRE32 particulate in alarm due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

4/2/2016 8:26:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 1:01:00 AM  Received alarm 61A/B, Process Rad Hi-Hi. GTRE31 particulate in alarm due to edwinn CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/3/2016 4:13:00 AM  Received alarm 61A/B, Process Rad Hi-Hi. GTRE32 particulate in alarm due to edwinn CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/3/2016 5:34:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 5:51:00 AM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alarm due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 6:56:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 8:34:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 8:41:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 8:55:00 AM  Received annunciator 61C, PROCESS RAD MONITOR FAIL. Alarm was edpitt CRS

GHRE0022, channel 224,
loss of flow. Performing ALR. Contacted chemistry to change filter paper.
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4/3/2016 9:34:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 9:40:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 9:56:00 AM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor AB  edpitt CRS
RE-111
Channel , No Pulses Time Out, Performed manual Check Source Test SAT. CR
#103746 initiated.

4/3/2016 10:59:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alarm due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 11:17:00 ANV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 12:37:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alarm due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 1:02:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking, edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 1:25:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking, edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 2:05:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 2:27:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alarm due to spiking, edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 2:41:00 PM  Received alarm 618, Process Rad Hi. GTRE31 particulate in alarm due to spiking, edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 3:46:00 PM  Received alarm 61 A/B, Process Rad Hi-Hi. GTRE32 particulate in alarm due to edpitt CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/3/2016 3:50:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alarm due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 5:11:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alarm due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 6:03:00 PM  Received alarm 61 A/B, Process Rad Hi-Hi. GTRE32 particulate in alarm due to edpitt CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/3/2016 6:05:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 6:33:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor edpitt CRS
FCRIC385B , channel
381 , No Pulses-Time Out. Performed manual Check Source Test . WO
#15-409963-001

4/3/2016 7:38:00 PM  Received alarm 61A/B, Process Rad Hi-Hi. GTRE32 particulate in alarm due to edwinn CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/3/2016 8:07:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alarm due to spiking. edwinn CRS
Alarms immediately reset, ODMI 2015-07

4/3/2016 8:29:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alarm due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 9:20:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 9:54:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 10:14:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alarm due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

4/3/2016 11:56:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alarm due to spiking, edwinn CRS
Alarms immediately reset. ODMI 2015-07

4/4/2016 6:20:00 AM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edwinn CRS

SOURCE CHECK". Partial for HF RE-045
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4/4/2016 6:26:00 AM  Completed STN SP-00]1 "PROCESS RADIATION MONITORING SYSTEM edwinn CRS
SOURCE CHECK" SAT.

4/4/2016 7:20:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edwinn CRS
SOURCE CHECK". Partial for HF RE-45

4/4/2016 7:27:00 PM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edwinn CRS
SOURCE CHECK" SAT.

4/4/2016 9:21:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor edwinn CRS
ABRIO112
Channel , No Pulses Time Out. Performed manual Check Source Test SAT.

4/5/2016 5:53:00 PM  Received alarm 61B, Process Rad Hi, for GTRE31 particulate spike to alert. joweberl  CRS
Immediately reset. ODMI 2015-07,

4/5/2016 10:52:00 PM Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C. GHRE22 particulate shafe CRS
loss of sample flow is the cause of the alarm. Directed Chemistry to change filter.
Exited ALR 61C.

4/6/2016 1:58:00 AM  Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C, Source of alarm is shafe CRS
FCRIC385B, AFW Turbine Exhaust Rad Monitor. Performing check source IAW SYS
SP-121 as directed by ALR. Ref WO# 15-409963-001.

4/6/2016 4:34:00 AM  Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C. ABRICI11B Steam shafe CRS
Line D Rad Monitor no pulses timeout was cause of the alarm, which immediately
reset. CR 103796

4/6/2016 6:03:00 AM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alarm due to spiking. shafe CRS
Alarms immediately reset. ODMI 2015-07

4/6/2016 9:55:00 AM  Received alarm 61B, Process Rad Hi, for GTRE31 particulate spike to alert. joweberl  CRS
Immediately reset. ODMI 2015-07

4/6/2016 10:14:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alarm due to spiking. joweberl  CRS
Alarms immediately reset. ODMI 2015-07

4/6/2016 11:49:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alarm due to spiking. joweberl  CRS
Alarms immediately reset. ODMI 2015-07

4/7/2016 12:02:00 AV Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM shafe CRS
SOURCE CHECK",

4/7/2016 1:41:00 AM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM shafe CRS
SOURCE CHECK" SAT.

4/8/2016 12:50:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into jestrah CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/8/2016 1:17:00 PM  Received ALR 61B "Process Rad Hi" on GTREO031 particulate channel. Spiked into jestrah CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/8/2016 1:30:00 PM  Received ALR 61B "Process Rad Hi" on GTREQ031 particulate channel. Spiked into jestrah CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/8/2016 1:45:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into jestrah CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/8/2016 3:02:00 PM  Received ALR 61B "Process Rad Hi" on GTREO0031 particulate channel. Spiked into jestrah CRS
Alert state and then returned to normal. Refer to ODMI 2015-07,

4/8/2016 3:38:00 PM  Received ALR 61B "Process Rad Hi" on GTREO0031 particulate channel. Spiked into jestrah CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/8/2016 5:46:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into jestrah CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/8/2016 5:57:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into jestrah CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/8/2016 11:15:00 PM Received alarm 61C, Process Rad Mon Fail. FCRIC385B, AFW Turb Exhaust Rad shafe CRS
Monitor no pulses timeout. Alarm immediately reset. WO#409963-001

4/9/2016 12:11:00 AV Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into shafe CRS
Alert state and then refurned to normal. Refer to ODMI 2015-07.

4/9/2016 1:35:00 AM  Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into shafe CRS

Alert state and then returned to normal. Refer to ODMI 2015-07.
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4/9/2016 1:45:00 AM  Received alarm 61A/B, Process Rad Hi-Hi. GTRE31 particulate in alarm due to shafe CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/9/2016 1:45:00 AM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into shafe CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 1:46:00 AM  Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into shafe CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 2:03:00 AM  Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into shafe CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 2:45:00 AM  Received alarm 61C, Process Rad Mon Fail. FCRIC385B, AFW Turb Exhaust Rad shafe CRS
Monitor no pulses timeout. Alarm immediately reset. WO#409963-001

4/9/2016 3:37:00 AM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into shafe CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 4:04:00 AM  Received ALR 61B "Process Rad Hi" on GTREQ032 particulate channel. Spiked into shafe CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 5:20:00 AM  Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into shafe CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 5:29:00 AM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into shafe CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 5:39:00 AM  Received ALR 61B "Process Rad Hi" on GTREQ031 particulate channel. Spiked into shafe CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 6:31:00 AM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into shafe CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 6:50:00 AM  Received ALR 61B "Process Rad Hi" on GTREO0031 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 7:09:00 AM  Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 7:28:00 AM  Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 7:46:00 AM  Received alarm 61 A/B, Process Rad Hi-Hi. GTRE32 particulate in alarm due to edwinn CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/9/2016 8:06:00 AM  Received ALR 61B "Process Rad Hi" on GTREQ031 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 9:16:00 AM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 9:45:00 AM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 10:17:00 AV Received ALR 61B "Process Rad Hi" on GTREQ031 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 10:35:00 AV Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel, Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 10:59:00 AV Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07,

4/9/2016 11:07:00 AV Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 11:21:00 AV Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 11:23:00 AV Received alarm 61A/B, Process Rad Hi-Hi. GTRE31 particulate in alarm due to edwinn CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/9/2016 12:06:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 12:56:00 PM  Received alarm 61A/B, Process Rad Hi-Hi. GTRE31 particulate in alarm due to edwinn CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/9/2016 12:58:00 PM Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into edwinn CRS

Alert state and then returned to normal. Refer to ODMI 2015-07.
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4/9/2016 1:08:00 PM  Received alarm 61A/B, Process Rad Hi-Hi. GTRE31 particulate in alarm due to edwinn CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/9/2016 1:10:00 PM  Received ALR 61B "Process Rad Hi" on GTREQ031 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 1:52:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 3:00:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 3:19:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 3:29:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 4:40:00 PM  Received ALR 61B "Process Rad Hi" on GTREQ031 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 5:17:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 5:24:00 PM  Received alarm 61A/B, Process Rad Hi-Hi. GTRE32 particulate in alarm due to edwinn CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/9/2016 5:25:00 PM  Received ALR 61B "Process Rad Hi" on GTREQ032 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 6:30:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into edwinn CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 7:30:00 PM  Received ALR 61B "Process Rad Hi" on GTREO0031 particulate channel. Spiked into chwoods  CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 7:31:00 PM  Received alarm 61 A/B, Process Rad Hi-Hi. GTRE32 particulate in alarm due to chwoods  CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/9/2016 7:33:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into chwoods  CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 8:15:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into chwoods  CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 8:44:00 PM  Received ALR 61B "Process Rad Hi" on GTREQ031 particulate channel. Spiked into chwoods  CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/9/2016 8:45:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into chwoods  CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/10/2016 1:31:00 ANV Received alarm 61A/B, Process Rad Hi-Hi. GTRE31 particulate in alarm due to chwoods  CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/10/2016 1:34:00 AV Received ALR 61B "Process Rad Hi" on GTREQ031 particulate channel. Spiked into chwoods  CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/10/2016 8:41:00 AV Received alarm 61A/B, Process Rad Hi-Hi. GTRE32 particulate in alarm due to trrohlf’ CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/10/2016 8:43:00 AV Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into trrohlf CRS
Alert state and then returned to normal. Refer to ODMI 2015-07,

4/10/2016 7:23:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM joweber] CRS
SOURCE CHECK".

4/10/2016 7:30:00 PM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM joweber] CRS
SOURCE CHECK" Partial Test for GRP No. UIGB2016-04 1

4/11/2016 11:17:00 Al Received annunciator 61C, PROCESS RAD MONITOR FAIL. Alarm was GHRE-10A  trrohlf CRS
loss of flow. Performing ALR. Contacted chemistry to change filter paper.

4/12/2016 1:00:00 AM Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into joweberl  CRS
Alert state and then returned to normal. Refer to ODMI 2015-07,

4/12/2016 1:54:00 ANV Received alarm 61A/B, Process Rad Hi-Hi. GTRE32 particulate in alarm due to joweberl  CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/12/2016 2:17:00 AV Received alarm 61 A/B, Process Rad Hi-Hi. GTRE31 particulate in alarm due to joweberl  CRS

spiking. Alarms immediately reset. ODMI 2015-07
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4/12/2016 5:08:00 AV Received alarm 61A/B, Process Rad Hi-Hi. GTRE31 particulate in alarm due to joweberl  CRS
spiking. Alarms immediately reset. ODMI 2015-07

4/12/2016 10:35:00 Al Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C. FCRIC385B No pulses  shafe CRS
timeout is the cause of the alarm, which immediately reset. Exited ALR 61C. Ref WO#
15-409963-001.

4/12/2016 6:25:00 PM  Received ALR 61A and 61B "Process Rad Hi and Hi Hi" on GTREO0031 particulate pimoore CRS
channel. Spiked into Alert state and then returned to normal. Refer to ODMI 2015-07.

4/12/2016 6:27:00 PM  Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into pimoore  CRS
Alert state and then returned to normal. Refer to ODMI 2015-07.

4/13/2016 3:00:00 ANV Received annunciator 61C, PROCESS RAD MONITOR FAIL. Alarm was GH RE-22  tidunlo CRS
loss of flow. Performing ALR. Contacted chemistry to change filter paper.

4/13/2016 3:08:00 AV Received ALR 61A "PROCESS RAD HIHI" and ALR 61B "PROCESS RAD HI" on tidunlo CRS
GT RE-31 particulate channel spiked into an Alert state and then returned to normal.
ODMI 2015-07.

4/13/2016 3:10:00 AV Received ALR 61B "PROCESS RAD HI on GT RE-31 particulate channel spiked into  tidunlo CRS
an Alert state and then returned to normal. ODMI 2015-07.

4/13/2016 6:03:00 AV Received ALR 61A "PROCESS RAD HIHI" and ALR 61B "PROCESS RAD HI" on tidunlo CRS
GT RE-32 particulate channel spiked into an Alert state and then returned to normal.
ODMI 2015-07.

4/13/2016 6:04:00 AV Received ALR 61B "PROCESS RAD HI on GT RE-32 particulate channel spiked into  tidunlo CRS
an Alert state and then returned to normal. ODMI 2015-07.

4/13/2016 8:58:00 AV Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C, FCRIC385B No pulses  shafe CRS
timeout is the cause of the alarm, which immediately reset. Exited ALR 61C. Ref WO#
15-409963-001.

4/13/2016 9:45:00 PM  Received annunciator 61C, PROCESS RAD MONITOR FAIL. Alarm was GK RE-41  tidunlo CRS
loss of flow. Performing ALR. Contacted chemistry to change filter paper.

4/14/2016 3:50:00 PM  Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C. FCRIC385B No pulses  shafe CRS
timeout is the cause of the alarm, which immediately reset. Exited ALR 61C. Ref WO#
15-409963-001.

4/14/2016 10:19:00 PN Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE31 kylaubn CRS
particulate channel spiking to alert setpoint, then clearing. ODMI 2015-07.

4/14/2016 10:31:00 PN Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE31 kylaubn CRS
particulate channel spiking to alert setpoint, then clearing. ODMI 2015-07.

4/14/2016 11:12:00 PN Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE3 | kylaubn CRS
particulate channel spiking to alert setpoint, then clearing. ODMI 2015-07.

4/15/2016 12:14:00 Al Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE3] kylaubn CRS
particulate channel spiking to alert setpoint, then clearing. ODMI 2015-07.

4/15/2016 12:16:00 Al Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert kylaubn CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 2:03:00 AV Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert kylaubn CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 4:44:00 AV Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert kylaubn CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 5:22:00 AV Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert kylaubn CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 5:31:00 AV Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert kylaubn CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 6:10:00 AN Received alarm 61 A, Process Rad HiHi and 61B. Process Rad Hi, for GTRE31 kylaubn CRS
particulate channel spiking to alert setpoint, then clearing. ODMI 2015-07.

4/15/2016 6:12:00 AV Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert kylaubn CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 6:56:00 AV Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert jestrah CRS

setpoint, then clearing, ODMI 2015-07.
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4/15/2016 7:19:00 AV Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 8:21:00 ANV Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 8:55:00 AV Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 9:11:00 AV Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 9:27:00 AV Received alarm 6] A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 jestrah CRS
particulate channel spiking to alarm setpoint, then clearing. ODMI 2015-07.

4/15/2016 9:29:00 ANV Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 11:45:00 Al Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 jestrah CRS
particulate channel spiking to alarm setpoint, then clearing. ODMI 2015-07.

4/15/2016 11:46:00 Al Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 11:53:00 Al Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07,

4/15/2016 12:25:00 PN Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 12:58:00 PN Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 1:06:00 PM  Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 1:16:00 PM  Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 3:45:00 PM  Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 jestrah CRS
particulate channel spiking to alarm setpoint, then clearing. ODMI 2015-07.

4/15/2016 4:58:00 PM  Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 jestrah CRS
particulate channel spiking to alarm setpoint, then clearing, ODMI 2015-07.

4/15/2016 5:00:00 PM  Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07.

4/15/2016 5:11:00 PM  Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert jestrah CRS
setpoint, then clearing. ODMI 2015-07.

4/16/2016 9:51:00 ANV Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 joweberl  CRS
particulate channel spiking to alert setpoint, then clearing. ODMI 2015-07.

4/16/2016 11:34:00 Al Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 joweberl  CRS
particulate channel spiking to alert setpoint, then clearing. ODMI 2015-07.

4/16/2016 12:26:00 PN Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 joweberl  CRS
particulate channel spiking to alert setpoint, then clearing. ODMI 2015-07.

4/16/2016 2:17:00 PM  Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert joweberl  CRS
setpoint, then clearing. ODMI 2015-07.

4/16/2016 2:58:00 PM Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 joweberl  CRS
particulate channel spiking to alert setpoint, then clearing. ODMI 2015-07.

4/16/2016 3:40:00 PM  Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 joweberl  CRS
particulate channel spiking to alert setpoint, then clearing. ODMI 2015-07.

4/16/2016 3:57:00 PM Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert joweberl  CRS
setpoint, then clearing. ODMI 2015-07.

4/16/2016 4:37:00 PM  Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert joweberl  CRS
setpoint, then clearing. ODMI 2015-07.

4/16/2016 5:06:00 PM  Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert joweberl  CRS
setpoint, then clearing. ODMI 2015-07.

4/16/2016 5:20:00 PM Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert joweberl  CRS

setpoint, then clearing. ODMI 2015-07.
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4/16/2016 6:11:00 PM  Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 joweberl  CRS
particulate channel spiking to alert setpoint, then clearing. ODMI 2015-07.

4/16/2016 6:48:00 PM Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 joweberl  CRS
particulate channel spiking to alert setpoint, then clearing. ODMI 2015-07.

4/16/2016 7:06:00 PM  Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/16/2016 7:26:00 PM  Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/16/2016 9:08:00 PM Received alarm 61 A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 shafe CRS
particulate channel spiking to alarm setpoint, then clearing. ODMI 2015-07.

4/16/2016 9:22:00 PM  Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/17/2016 12:48:00 Al Received alarm 61A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE3 ] shafe CRS
particulate channel spiking to alarm setpoint, then clearing. ODMI 2015-07.

4/17/2016 12:49:00 Al Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/17/2016 3:50:00 AV Received alarm 61 A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE32 shafe CRS
particulate channel spiking to alarm setpoint, then clearing. ODMI 2015-07.

4/17/2016 5:02:00 AV Received the following multiple unexpected alarms: 130E, Gen Aux Trouble; 115D, shafe CRS
Manual Action Requested; and 61C, Process Rad Mon Fail. Entered ALR 130E. Alarm
61C was associated with EGRE09 CCW Train A Rad Monitor as indicated on NPIS.,
Alarms 61C and 115D reset immediately. Dispatched the Turbine Watch to the Gen
Aux Panel and acknowledge a Stator Water Cooling Trouble alarm locally, which reset,
resetting 130E. All parameters locally and in the Control Room normal with exception
of a 100 MWe swing of generator output. Contacted System Ops Transmission (Scott).
He indicated that the Rose Hill to Latham line had relayed. System Ops Transmission
indicated that the grid is stable at this time, CR 104000

4/17/2016 8:23:00 AV Received alarm 61 A, Process Rad HiHi and 61B, Process Rad Hi, for GTRE3 1 ryfurma RO
particulate channel spiking to alarm setpoint, then clearing. ODMI 2015-07.

4/18/2016 4:24:00 AV Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C. FCRIC385B No pulses  shafe CRS
timeout is the cause of the alarm, which immediately reset. Exited ALR 61C. Ref WO#
15-409963-001.

4/21/2016 6:10:00 AV Annunciator 61C, PROCESS RAD MONITOR FAIL, in and clear. GHRE0022, mifullel CRS
channel 224 in due to loss of flow. Performing ALR 61C. Contacted Chemistry, Laura,
IAW ALR 61C for filter change-out.

4/22/2016 7:29:00 AV Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/22/2016 7:41:00 AV Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/22/2016 8:15:00 AV Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/22/2016 9:41:00 AV Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/22/2016 11:18:00 Al Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C. FCRIC385B No pulses  shafe CRS
timeout is the cause of the alarm, which immediately reset. Exited ALR 61C. Ref WO#
15-409963-001.

4/22/2016 1:18:00 PM Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/22/2016 2:17:00 PM  Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/22/2016 2:26:00 PM  Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/22/2016 3:29:00 PM  Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS

setpoint, then clearing. ODMI 2015-07.
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4/22/2016 4:15:00 PM  Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/23/2016 6:42:34 AV ALR 61B, Process Rad Hi due to GTRE0031 particulate channel, in and clear. ODMI mifullel CRS
2015-07.

4/23/2016 7:16:00 ANV Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/23/2016 7:23:00 ANV Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C. ABRIC111B Steam shafe CRS
Line D Rad Monitor no pulses timeout was cause of the alarm, which immediately
reset. CR 103796

4/23/2016 8:08:00 AV Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM shafe CRS
SOURCE CHECK", partial for GTRE22/33/31/32 in support of UTGB2016-046 release
permit.

4/23/2016 8:41:00 AV Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM shafe CRS
SOURCE CHECK" SAT.

4/23/2016 1:33:00 PM  Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/23/2016 2:39:00 PM  Received alarm 618, Process Rad Hi, for GTRE32 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/23/2016 2:51:00 PM Received alarm 61 A, Process Rad Hi Hi, for GTRE31 particulate channel spiking to Hi ~ shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/23/2016 4:37:00 PM Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/23/2016 5:19:00 PM  Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C. FCRIC385B No pulses  shafe CRS
timeout is the cause of the alarm. Ref WO# 15-409963-001.

4/23/2016 5:40:00 PM Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/23/2016 6:08:00 PM Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C. FCRIC385B No pulses  shafe CRS
timeout is the cause of the alarm. Ref WO# 15-409963-001.

4/24/2016 2:26:00 AV Received ALR 61B "PROCESS RAD HI on GT RE-31 particulate channel spiked into  tidunlo CRS
an Alert state and then returned to normal. ODMI 2015-07.

4/24/2016 4:21:00 AV Received ALR 61B "PROCESS RAD HI on GT RE-31 particulate channel spiked into  tidunlo CRS
an Alert state and then returned to normal. ODMI 2015-07.

4/24/2016 4:59:00 AV Received ALR 61B "PROCESS RAD Hl on GT RE-31 particulate channel spiked into  tidunlo CRS
an Alert state and then returned to normal. ODMI 2015-07.

4/24/2016 6:26:00 ANV Received ALR 61B "PROCESS RAD HI on GT RE-31 particulate channel spiked into  tidunlo CRS
an Alert state and then returned to normal. ODMI 2015-07.

4/24/2016 6:41:00 ANV Received annunciator 61C, PROCESS RAD MONITOR FAIL. Alarm was GH RE-22  tidunlo CRS
loss of flow. Performing ALR. Contacted chemistry to change filter paper.

4/24/2016 7:32:00 AV Alarm 61C, Process Rad Mon Fail reset after filter changeout of GHRE22. Exited ALR  shafe CRS
61C.

4/24/2016 11:39:00 Al Received alarm 61A, Process Rad Hi Hi, for GTRE31 particulate channel spiking to Hi ~ shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/24/2016 11:41:00 Al Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/24/2016 1:21:00 PM Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/24/2016 3:03:00 PM  Received alarm 61A, Process Rad Hi Hi, for GTRE31 particulate channel spiking to Hi ~ shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/24/2016 3:06:00 PM Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/24/2016 3:47:00 PM  Received alarm 61A, Process Rad Hi Hi, for GTRE32 particulate channel spiking to Hi ~ shafe CRS
setpoint, then clearing. ODMI 2015-07.

4/24/2016 3:49:00 PM  Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert shafe CRS

setpoint, then clearing, ODMI 2015-07.
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4/24/2016 5:29:00 PM

4/24/2016 5:31:00 PM

4/24/2016 6:30:00 PM

4/24/2016 6:32:00 PM

4/24/2016 6:33:00 PM

4/24/2016 7:27:00 PM

4/24/2016 7:34:00 PM

4/24/2016 8:28:00 PM

4/25/2016 3:38:00 ANV

4/25/2016 4:02:00 ANV

4/25/2016 11:00:00 Al

4/25/2016 3:29:00 PM

4/26/2016 8:32:00 AV

4/26/2016 4:07:00 PM

4/27/2016 9:53:00 AV

4/27/2016 12:37:00 P

4/27/2016 2:00:00 PM

4/27/2016 9:57:00 PM

4/27/2016 10:00:00 PN

5/3/2016 8:57:00 PM

5/4/2016 2:01:00 PM

5/4/2016 2:46:00 PM

Received alarm 61A, Process Rad Hi Hi, for GTRE32 particulate channel spiking to Hi
setpoint, then clearing. ODMI 2015-07.

Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert
setpoint, then clearing. ODMI 2015-07.

Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert
setpoint, then clearing. ODMI 2015-07.

Received alarm 61B, Process Rad Hi, for GTRE31 particulate channel spiking to alert
setpoint, then clearing. ODMI 2015-07.

Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert
setpoint, then clearing. ODMI 2015-07.

Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK". Partial for GT RE31/32/22/33 GRP U1GB 2016-046.

Received alarm 61B, Process Rad Hi, for GTRE32 particulate channel spiking to alert
setpoint, then clearing. ODMI 2015-07.

Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK" SAT. Partial for GT RE31/32/22/33 GRP UGB 2016-046.
Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK". Partial for HF RE-45 LRP UILB 2016-021

Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK" SAT. Partial for HF RE-45 LRP U1LB 2016-021.

Received alarm 61C, Process Rad Mon Fail, Entered ALR 61C, FCRIC385B No pulses
timeout is the cause of the alarm, which immediately reset. Exited ALR 61C. Ref WO#
15-409963-001.

Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C. FCRIC385B No pulses
timeout is the cause of the alarm, which immediately reset. Exited ALR 61C. Ref WO#
15-409963-001.

Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor
FCRIC385B , channel

381 , No Pulses-Time Out. Performed manual Check Source Test . WO
1#15-409963-001

Received ALR 61B "Process Rad Hi" on GTREQ031 particulate channel. Spiked into
Alert state and then returned to normal. Refer to ODMI 2015-07.

Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into
Alert state and then returned to normal. Refer to ODMI 2015-07.

Received ALR 61B "Process Rad Hi" on GTRE0032 particulate channel. Spiked into
Alert state and then returned to normal. Refer to ODMI 2015-07.

Received ALR 61B "Process Rad Hi" on GTRE0031 particulate channel. Spiked into
Alert state and then returned to normal. Refer to ODMI 2015-07.

Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor
FCRIC385B, channel

381, No Pulses-Time Out. Performed manual Check Source Test . WO
1#15-409963-001.

Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor
FCRIC385B, channel

381, Check Source Test Failure, Performed manual Check Source Test . WO
#15-409963-001.

Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor
FCT381

Channel , No Pulses Time Out. Performed manual Check Source Test SAT.
Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK", Partial for U1GB2016-050.

Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK" SAT.
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5/4/2016 6:18:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor brdavis2  CRS
FCT381
Channel , No Pulses Time Out. Performed manual Check Source Test SAT.

5/5/2016 12:05:00 AN Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edwinn CRS
SOURCE CHECK",

5/5/2016 12:26:00 ANV Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edwinn CRS
SOURCE CHECK" SAT.

5/5/2016 1:21:00 AM  Received alarma 61 Aand 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due  edwinn CRS
to spiking. Alarms immediately reset, ODMI 2015-07

5/5/2016 1:23:00 AM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

5/5/2016 4:32:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor edpitt CRS
ABRICO112B
Channel 112 , No Pulses Time Out. Performed manual Check Source Test SAT.

5/6/2016 10:05:00 PM  Received alarm 61C, Process Rad Mon Fail. Entered ALR 61C, FCRIC385B No pulses  shafe CRS
timeout is the cause of the alarm, which immediately reset. Exited ALR 61C. Ref WO#
15-409963-001.

5/8/2016 11:30:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor edpitt CRS
FCRIC385B, channel 381, No Pulses Time Out. Performed manual Check Source Test
5 times and still did not pass. WO #15-409963-001 already initiated to replace the
detector in Refuel 21. EOL 2015-0632

5/9/2016 1:08:00 AM  Received ALR 61B "PROCESS RAD HI" on GTRE0032 particulate channel spiked edpitt CRS
into an Alert state and then returned to normal. ODMI 2015-07.

5/10/2016 5:35:00 AV Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edpitt CRS
SOURCE CHECK", partial to support GRP #U1GP2016-052.

5/10/2016 6:05:00 AN Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edpitt CRS
SOURCE CHECK", partial to support GRP #U1GB2016-052, SAT,

5/11/2016 5:22:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due  jerileyl RO
to spiking. Alarms immediately reset. ODMI 2015-07

5/11/2016 7:57:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. joweberl  CRS
Alarms immediately reset. ODMI 2015-07

5/11/2016 8:41:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due ~ joweberl ~ CRS
to spiking. Alarms immediately reset. ODMI 2015-07

5/11/2016 8:54:00 PM Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. joweberl  CRS
Alarms immediately reset. ODMI 2015-07

5/11/2016 10:03:00 PN Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. joweberl  CRS
Alarms immediately reset. ODMI 2015-07

5/11/2016 10:27:00 PN  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. joweberl  CRS
Alarms immediately reset. ODMI 2015-07

5/11/2016 10:37:00 PN Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. joweberl  CRS
Alarms immediately reset. ODMI 2015-07

5/11/2016 10:58:00 PN Received alarm 61A and 61B, Process Rad Hi/Hi-Hi, GTRE31 particulate in alert due  joweberl  CRS
to spiking. Alarms immediately reset. ODMI 2015-07

5/11/2016 11:12:00 PN  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. joweberl  CRS
Alarms immediately reset. ODMI 2015-07

5/12/2016 12:10:00 Al Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. joweberl  CRS
Alarms immediately reset. ODMI 2015-07

5/12/2016 1:07:00 AV Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due ~ joweberl  CRS
to spiking. Alarms immediately reset. ODMI 2015-07

5/12/2016 1:08:00 AV Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due joweberl  CRS
to spiking. Alarms immediately reset. ODMI 2015-07

5/12/2016 1:28:00 AN Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due ~ joweberl ~ CRS
to spiking. Alarms immediately reset. ODMI 2015-07

5/12/2016 2:41:00 AV Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due  joweberl  CRS

to spiking. Alarms immediately reset. ODMI 2015-07
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5/12/2016 7:20:00 AV Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due  trrohlf CRS
to spiking. Alarms immediately reset. ODMI 2015-07

5/12/2016 7:22:00 AV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

5/13/2016 3:18:00 AV Received alarm 61B, Process Rad Hi GTRE31 particulate in alert due to spiking, joweberl  CRS
Alarms immediately reset. ODMI 2015-07

5/13/2016 4:31:00 AV Received alarm 61B, Process Rad Hi GTRE31 particulate in alert due to spiking, joweberl  CRS
Alarms immediately reset. ODMI 2015-07

5/13/2016 12:00:00 PN Received ANN 61C "PROCESS RAD MON FAILURE "due to loss of communications  styunk CRS
to GLP604 (GLRE0060). Attempted to acknowledge alarm iaw SYS SP-121 but alarm
is locked in. CR 104601 initiated.

5/13/2016 4:18:00 PM  Received alarm 61A, Process Rad Hi Hi GTRE31 particulate in alarm due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

5/13/2016 6:17:00 PM  Received alarm 61A, Process Rad Hi Hi GTRE31 particulate in alarm due to spiking. styunk CRS
Alarms immediately reset, ODMI 2015-07

5/13/2016 9:16:00 PM  Received alarms 61 A, Process Rad HiHi; and 61B, Process Rad Hi. GTRE3 | particulate chwoods ~ CRS
in alert and Hi due to spiking. Alarms immediately reset. ODMI 2015-07

5/13/2016 11:42:00 PN Received alarm 61B, Process Rad Hi GTRE31 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset, ODMI 2015-07

5/13/2016 11:43:00 PN Received alarm 61B, Process Rad Hi GTRE31 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset, ODMI 2015-07

5/14/2016 1:51:00 AM Received alarms 61 A, Process Rad HiHi; and 61B, Process Rad Hi. GTRE31 particulate chwoods ~ CRS
in alert and Hi due to spiking. Alarms immediately reset. ODMI 2015-07

5/14/2016 1:53:00 AV Received alarm 61B, Process Rad Hi GTRE31 particulate in alert due to spiking. chwoods ~ CRS
Alarms immediately reset. ODMI 2015-07

5/14/2016 2:07:00 AV Received alarms 61A, Process Rad HiHi; and 61B, Process Rad Hi. GTRE31 particulate chwoods  CRS
in alert and Hi due to spiking. Alarms immediately reset. ODMI 2015-07

5/14/2016 3:22:00 AV Received alarms 61 A, Process Rad HiHi; and 61B, Process Rad Hi. GTRE31 particulate chwoods  CRS
in alert and Hi due to spiking. Alarms immediately reset. ODMI 2015-07

5/14/2016 3:24:00 AV Received alarm 61B, Process Rad Hi GTRE31 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset. ODMI 2015-07

5/14/2016 6:03:00 AV Received alarm 61B, Process Rad Hi GTRE32 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset. ODMI 2015-07

5/14/2016 6:46:00 AV Received alarms 61 A, Process Rad HiHi; and 61B, Process Rad Hi. GTRE31 particulate  styunk CRS
in alert and Hi due to spiking. Alarms immediately reset. ODMI 2015-07

5/14/2016 7:45:00 AV Received alarm 61B, Process Rad Hi GTRE32 particulate in alert due to spiking, styunk CRS
Alarms immediately reset. ODMI 2015-07

5/14/2016 8:53:00 AV Received alarm 61B, Process Rad Hi GTRE31 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

5/14/2016 10:25:00 Al Received alarm 61B, Process Rad Hi GTRE32 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

5/14/2016 12:06:00 PN Received alarm 61B, Process Rad Hi GTRE32 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

5/14/2016 12:33:00 PN Received alarm 61B, Process Rad Hi GTRE32 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

5/14/2016 12:39:00 PN Received alarm 61B, Process Rad Hi GTRE31 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

5/16/2016 7:42:00 AN Received ALR 61A "PROCESS RAD HIHI" and ALR 61B "PROCESS RAD HI" on edpitt CRS
GT RE-32 particulate channel spiked into an Alarm and Alert state and then returned to
normal. ODMI 2015-07.

5/16/2016 8:19:00 AN Received ALR 61A "PROCESS RAD HIHI" and ALR 61B "PROCESS RAD HI" on edpitt CRS

GT RE-31 particulate channel spiked into an Alarm and Alert state and then returned to
normal. ODMI 2015-07.
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5/16/2016 9:00:00 ANV

5/16/2016 10:28:00 Al

5/16/2016 10:30:00 Al

5/16/2016 11:24:00 Al

5/16/2016 11:47:00 Al

5/16/2016 12:23:00 P

5/16/2016 12:25:00 P»

5/16/2016 12:44:00 PM

5/16/2016 1:01:00 PM

5/16/2016 2:21:00 PM

5/16/2016 3:38:00 PM

5/16/2016 5:27:00 PM

5/16/2016 6:37:00 PM

5/16/2016 7:51:00 PM

5/17/2016 7:07:00 PM

5/17/2016 7:33:00 PM

5/18/2016 1:41:00 AV

5/18/2016 6:22:00 AV

5/18/2016 6:50:00 PM

5/18/2016 8:06:00 PM

5/19/2016 1:52:00 AN

Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor
FCRIC385B , channel

381 , No Pulses-Time Out. Performed manual Check Source Test . WO
#15-409963-001

Received ALR 61A "PROCESS RAD HIHI" and ALR 61B "PROCESS RAD HI" on
GT RE-31 particulate channel spiked into an Alarm and Alert state and then returned to
normal. ODMI 2015-07.

Received ALR 61B "PROCESS RAD HI on GT RE-31 particulate channel spiked into
an Alert state and then returned to normal. ODMI 2015-07.

Received ALR 61B "PROCESS RAD HI on GT RE-31 particulate channel spiked into
an Alert state and then returned to normal, ODMI 2015-07.

Received ALR 61A "PROCESS RAD HIHI" and ALR 61B "PROCESS RAD HI" on
GT RE-32 particulate channel spiked into an Alarm and Alert state and then returned to
normal. ODMI 2015-07.

Received ALR 61A "PROCESS RAD HIHI" and ALR 61B "PROCESS RAD HI" on
GT RE-31 particulate channel spiked into an Alarm and Alert state and then returned to
normal. ODMI 2015-07.

Received ALR 61B "PROCESS RAD Hl on GT RE-31 particulate channel spiked into
an Alert state and then returned to normal, ODMI 2015-07.

Received ALR 61B "PROCESS RAD HI on GT RE-31 particulate channel spiked into
an Alert state and then returned to normal, ODMI 2015-07.

Received ALR 61B "PROCESS RAD Hl on GT RE-31 particulate channel spiked into
an Alert state and then returned to normal. ODMI 2015-07.

Received ALR 61A "PROCESS RAD HIHI" and ALR 61B "PROCESS RAD HI" on
GT RE-32 particulate channel spiked into an Alarm and Alert state and then returned to
normal. ODMI 2015-07.

Received ALR 61B "PROCESS RAD HI on GT RE-31 particulate channel spiked into
an Alert state and then returned to normal. ODMI 2015-07.

Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor
FCRIC385B, channel 381, No Pulses Time Out at 14:09. Performed manual Check
Source Test 5 times over the course of the day since that time and still did not pass.
WO #15-409963-001 already initiated to replace the detector in Refuel 21. EOL
#2015-0632.

Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor
ABS0112 , channel

, Check Source Test Failure. Performed manual Check Source Test SAT.

Received ALR 61B "PROCESS RAD HI on GT RE-32 particulate channel spiked into
an Alert state and then returned to normal. ODMI 2015-07.

Received alarm 61C, Process Rad Mon Fail. Entered ALR. Investigation showed
GTRE2I1A particulate check source fail.

Alarm 61C, Process Rad Mon Fail, cleared. Exited ALR.

Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor
FCRIC385B, channel 381, No Pulses Time Out. WO #15-409963-001 already initiated
to replace the detector in Refuel 21. EOL 2015-0632

Received alarm 61B, Process Rad Hi, 15 times throughout the shift due to GTRE31/32
spiking. Reference ODMI 2015-07.

Received alarm 61B, Process Rad Hi, 13 times throughout the shift due to GTRE31/32
spiking. Reference ODMI 2015-07.

Received alarm 61C, Process Rad Mon Fail, which immediately cleared. Cause was "no
pulses timeout” on ABRIC112B.

Received Annunciator 61C, "Process Rad Mon Fail." which immediately cleared.
Monitor FCRIC385B, channel 381, No Pulses Time Out. WO #15-409963-001 already
initiated to replace the detector in Refuel 21. EOL 2015-0632
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5/21/2016 3:37:00 AV

5/21/2016 4:56:00 ANV

5/22/2016 8:45:00 AV

n

/23/2016 2:39:00 AV

5/23/2016 2:53:00 AV

5/23/2016 11:30:00 Al

5/23/2016 7:36:00 PM

5/24/2016 3:52:00 PM

5/26/2016 9:52:00 ANV

5/27/2016 3:33:00 AV

5/27/2016 11:50:00 PM

5/30/2016 7:19:00 AV

5/30/2016 7:41:00 AV

5/31/2016 2:03:00 PM

5/31/2016 2:25:00 PM

5/31/2016 4:17:00 PM

5/31/2016 4:46:00 PM

6/1/2016 9:53:00 AM

6/1/2016 11:37:00 AV

6/1/2016 11:41:00 AV

6/1/2016 11:52:00 AV

6/1/2016 1:03:00 PM

6/1/2016 1:04:00 PM

Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor
FCRIC385B, channel 381, No Pulses Time Out. WO #15-409963-001 already initiated
to replace the detector in Refuel 21. EOL 2015-0632

Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor
FCRIC385B, channel 381, No Pulses Time Out. WO #15-409963-001 already initiated
to replace the detector in Refuel 21. EOL 2015-0632

Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor
FCT381

Channel , No Pulses Time Out. Performed manual Check Source Test SAT.
Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK" partial for U1GB2016-057

Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK" SAT.

Received annunciator 61C, PROCESS RAD MONITOR FAIL. Alarm was GTRE-22

loss of flow. Performing ALR. Contacted chemistry to change filter paper.

Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor
FCT381

Channel , No Pulses Time Out. Performed manual Check Source Test SAT.
Received Annunciator 61C, "Process Rad Mon Fail." which immediately cleared.
Monitor FCRIC385B, channel 381, No Pulses Time Out, WO #15-409963-001 already
initiated to replace the detector in Refuel 21. EOL 2015-0632

Received Annunciator 61C, "Process Rad Mon Fail." which immediately cleared.
Monitor FCRIC385B, channel 381, No Pulses Time Out. WO #15-409963-001 already
initiated to replace the detector in Refuel 21. EOL 2015-0632

Received ALR 61A "PROCESS RAD HIHI" and ALR 61B "PROCESS RAD HI" on
GT RE-32 particulate channel spiked into an Alarm and Alert state and then returned to
normal. ODMI 2015-07.

Received ALR 61A "PROCESS RAD HIHI" and ALR 61B "PROCESS RAD HI" on
GT RE-31 particulate channel spiked into an Alarm and Alert state and then returned to
normal. ODMI 2015-07.

Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK". for UILB2016-024

Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK" SAT.

Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK". Partial for GH RE-10B to support GRP # UIGB2016-061.
Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK" SAT. Partial for GH RE-10B to support GRP # UIGB2016-061.
Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK". Partial for GT RE-31/32/22/33 and GRP # UIGB2016-062.
Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM
SOURCE CHECK" SAT. Partial for GT RE-31/32/22/33 and GRP # UIGB2016-062.
Received alarm 61A, Process Rad Hi Hi GTRE31 particulate in alarm due to spiking.
Alarms immediately reset. ODMI 2015-07

Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking.
Alarms immediately reset. ODMI 2015-07

Received alarm 61B, Process Rad Hi. GTRE3]1 particulate in alert due to spiking.
Alarms immediately reset. ODMI 2015-07

Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking.
Alarms immediately reset. ODMI 2015-07

Received alarm 61A, Process Rad Hi Hi GTRE31 particulate in alarm due to spiking.
Alarms immediately reset. ODMI 2015-07

Received alarm 61A, Process Rad Hi Hi GTRE31 particulate in alarm due to spiking.
Alarms immediately reset. ODMI 2015-07
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6/1/2016 2:00:00 PM  Received alarm 61A, Process Rad Hi Hi GTRE31 particulate in alarm due to spiking. tidunlo CRS
Alarms immediately reset. ODMI 2015-07

6/1/2016 2:43:00 PM  Received alarm 61A, Process Rad Hi Hi GTRE31 particulate in alarm due to spiking. tidunlo CRS
Alarms immediately reset. ODMI 2015-07

6/1/2016 8:44:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor daghols CRS
FCRIC385B, channel 381, Check Source Test Failure. Performed manual Check
Source Test 5 times and still did not pass. WO #15-409963-001 already initiated to
replace the detector in Refuel 21,

6/1/2016 9:54:00 PM  Received alarm 6] A, Process Rad Hi Hi GTRE31 particulate in alarm due to spiking. daghols CRS
Alarms immediately reset. ODMI 2015-07

6/1/2016 9:56:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. daghols CRS
Alarms immediately reset. ODMI 2015-07

6/1/2016 11:10:00 PM  Received alarm 61A, Process Rad Hi Hi GTRE31 particulate in alarm due to spiking. daghols CRS
Alarms immediately reset. ODMI 2015-07

6/2/2016 12:49:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor tidunlo CRS
FCRIC385B , channel
381 , No Pulses-Time Out in and clear. WO #15-409963-001,

6/2/2016 10:57:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. daghols CRS
Alarms immediately reset, ODMI 2015-07

6/2/2016 11:05:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. daghols CRS
Alarms immediately reset, ODMI 2015-07

6/3/2016 2:55:00 AM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor daghols CRS
FCRIC385B , channel
381 , No Pulses-Time Out in and clear. WO #15-409963-001.

6/3/2016 9:28:00 AM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. glreeve CRS
Alarms immediately reset. ODMI 2015-07

6/3/2016 10:31:00 ANV Received ann, 061C, PROCESS RAD MON FAIL, for FCRIC0385B, TD AFP STM glreeve CRS
LINE VENT MONITOR, due to "No pulses time out". WO 15-409963-001 is open for
this condition. Target: 9/24/2016

6/3/2016 8:17:00 PM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07

6/3/2016 9:20:00 PM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07

6/3/2016 11:04:00 PM Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07

6/3/2016 11:51:00 PM  Received annunciator 61C, PROCESS RAD MONITOR FAIL. Alarm was thfairc CRS
GKRE0041, channel 414
loss of flow. Performing ALR. Contacted chemistry to change filter paper.

6/4/2016 2:00:00 AM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07

6/4/2016 4:04:49 AM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking, thfairc CRS
Alarms immediately reset, ODMI 2015-07

6/4/2016 5:33:17 AM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07

6/4/2016 6:02:36 AM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07

6/4/2016 6:57:17 AM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07

6/4/2016 7:35:00 AM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. glreeve CRS
Alarms immediately reset. ODMI 2015-07

6/4/2016 10:21:00 AN Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. glreeve CRS
Alarms immediately reset. ODMI 2015-07

6/4/2016 8:31:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM kylaubn CRS

SOURCE CHECK", Partial to support LRP NO. UILB2016-026.
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6/4/2016 8:55:00 PM  Completed STN SP-00]1 "PROCESS RADIATION MONITORING SYSTEM kylaubn CRS
SOURCE CHECK" SAT, Partial to support UlLB2016-026.

6/5/2016 9:37:00 AM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. shafe CRS
Alarms immediately reset. ODMI 2015-07

6/5/2016 9:49:00 AM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. shafe CRS
Alarms immediately reset. ODMI 2015-07

6/5/2016 9:51:00 AM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking, shafe CRS
Alarms immediately reset. ODMI 2015-07

6/5/2016 12:10:00 PM Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. shafe CRS
Alarms immediately reset. ODMI 2015-07

6/5/2016 1:03:00 PM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. shafe CRS
Alarms immediately reset. ODMI 2015-07

6/5/2016 2:47:00 PM  Received alarm 61A, Process Rad Hi/Hi GTRE31 particulate in alarm due to spiking. shafe CRS
Alarms immediately reset. ODMI 2015-07

6/5/2016 4:52:00 PM  Received alarm 61A, Process Rad Hi/Hi GTRE31 particulate in alarm due to spiking. shafe CRS
Alarms immediately reset. ODMI 2015-07

6/5/2016 9:17:00 PM  Received alarm 618, Process Rad Hi GTRE31 particulate in alarm due to spiking. tidunlo CRS
Alarms immediately reset. ODMI 2015-07

6/5/2016 10:51:00 PM  Received alarm 61 A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due tidunlo CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/5/2016 10:52:00 PM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. tidunlo CRS
Alarms immediately reset. ODMI 2015-07

6/6/2016 12:59:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor shafe CRS
FCRIC385B, channel 381, Checksource Test Fail. WO #15-409963-001 already
initiated to replace the detector in Refuel 21.

6/6/2016 2:30:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Monitor FCRIC385B, channel shafe CRS
381, no pulses timeout, which immediately reset. WO #15-409963-001 already initiated
to replace the detector in Refuel 21.

6/6/2016 4:50:00 PM  Received alarm 61C, Process Rad Mon Fail, which immediately cleared. Cause was "no  shafe CRS
pulses timeout" on ABRIC112B.

6/6/2016 5:36:00 PM  Received alarm 61C, Process Rad Mon Fail. Found Unit Vent GTRE21B loss of flow. shafe CRS
Entered ALR 61C.

6/7/2016 4:52:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor thfairc CRS
FCT381
Channel , No Pulses Time Out. Performed manual Check Source Test SAT.

6/7/2016 6:45:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor thfairc CRS
FCT381
Channel , No Pulses Time Out. Performing Check Sources.

6/9/2016 1:00:00 AM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edpitt CRS
SOURCE CHECK",

6/9/2016 1:53:00 AM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edpitt CRS
SOURCE CHECK" SAT.

6/10/2016 10:29:00 Al Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM kylaubn CRS
SOURCE CHECK", Partial for GTRE0022, GTRE0031, GTRE0032 and GTRE0O033.

6/10/2016 10:58:00 Al Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM kylaubn CRS
SOURCE CHECK" SAT, Partial for GTRE0022, GTREQ03 1, GTRE0032 and
GTREO0O33.

6/11/2016 10:31:00 Al Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM styunk CRS
SOURCE CHECK". Partial for HFRE0045.

6/11/2016 10:57:00 Al Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM styunk CRS
SOURCE CHECK" SAT. Partial for HFRE0045,

6/11/2016 2:15:00 PM Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. styunk CRS

Alarms immediately reset. ODMI 2015-07
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6/11/2016 2:45:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor styunk CRS
FCT381
Channel , No Pulses Time Out. Performed manual Check Source Test SAT. WR
15-115441 already initiated.

6/11/2016 3:49:00 PM  Received alarm 61B, Process Rad Hi GTRE31 particulate in alarm due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

6/12/2016 12:23:00 Al Received alarm 61B, Process Rad Hi GTRE32 particulate in alarm due to spiking, thfaire CRS
Alarms immediately reset. ODMI 2015-07

6/12/2016 12:35:00 Al Received alarm 61B, Process Rad Hi GTRE32 particulate in alarm due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07

6/12/2016 3:36:00 ANV Received alarms 61A and 61B, Process Rad Hi Hi GTRE32 particulate in alarm due to  thfairc CRS
spiking. Alarms immediately reset. ODMI 2015-07

6/13/2016 8:25:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. tidunlo CRS
Alarms immediately reset. ODMI 2015-07.

6/13/2016 11:18:00 Al Received annunciator 61 B '"PROCESS RAD HI' on GG RE-28 following ALR. tidunlo CRS
Chemistry and HP have been contacted to change filter paper and take local gas sample.
WR # 16-117094,

6/13/2016 12:25:00 PN Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. tidunlo CRS
Alarms immediately reset. ODMI 2015-07.

6/13/2016 1:42:00 PM Received alarm 61A, Process Rad Hi Hi GTRE31 particulate in alarm due to spiking. tidunlo CRS
Alarms immediately reset, ODMI 2015-07

6/13/2016 1:46:00 PM Received alarm 61A, Process Rad Hi Hi GTRE31 particulate in alarm due to spiking. tidunlo CRS
Alarms immediately reset. ODMI 2015-07.

6/13/2016 2:39:00 PM  Received alarm 61A, Process Rad Hi Hi GTRE31 particulate in alarm due to spiking. tidunlo CRS
Alarms immediately reset. ODMI 2015-07.

6/13/2016 4:33:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due tidunlo CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/13/2016 4:34:00 PM Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. tidunlo CRS
Alarms immediately reset. ODMI 2015-07.

6/13/2016 4:54:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due  tidunlo CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/13/2016 5:56:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. tidunlo CRS
Alarms immediately reset. ODMI 2015-07.

6/13/2016 7:39:00 PM Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due thfairc CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/13/2016 7:59:00 PM Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07.

6/13/2016 8:33:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07.

6/13/2016 8:51:00 PM Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM thfaire CRS
SOURCE CHECK". Partial for HFRE-45,

6/14/2016 1:03:00 AV Completed STN SP-00]1 "PROCESS RADIATION MONITORING SYSTEM thfaire CRS
SOURCE CHECK" SAT. Partial for HFRE-45.

6/14/2016 5:15:00 AV Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due thfairc CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/14/2016 7:21:00 AV Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/14/2016 7:23:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07.

6/14/2016 9:13:00 AM Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/14/2016 9:15:00 ANV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07.

6/14/2016 9:41:00 AV Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due edpitt CRS

to spiking. Alarms immediately reset. ODMI 2015-07
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6/14/2016 10:52:00 Al Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due  edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/14/2016 10:54:00 Al Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07.

6/14/2016 1:33:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due  edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/14/2016 1:35:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07.

6/14/2016 1:46:00 PM Received alarm 61 A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/14/2016 1:47:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07.

6/14/2016 2:03:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/14/2016 2:20:00 PM Received alarm 61A and 61B, Process Rad Hi/Hi-Hi, GTRE32 particulate in alert due edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/14/2016 2:22:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07.

6/14/2016 3:21:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07.

6/14/2016 3:24:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi, GTRE31 particulate in alert due edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/14/2016 3:26:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07.

6/14/2016 5:37:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor edpitt CRS
FCRIC385B, channel 381, Check Source Test Fail. WO #15-409963-001 already
initiated to replace the detector in Refuel 21,

6/14/2016 8:35:00 PM Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor edwinn CRS
GTRE 21 | channel
211, Check Source Test Failure. Performed manual Check Source Test SAT.

6/14/2016 10:36:00 PN Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due edwinn CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/15/2016 3:04:00 AV Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due  edwinn CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/15/2016 3:06:00 ANV Received alarm  61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

6/15/2016 1:00:00 PM Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due brdavis2  CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/15/2016 6:11:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due  brdavis2 ~ CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/15/2016 7:23:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due  edwinn CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/15/2016 7:25:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

6/16/2016 9:53:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

6/17/2016 10:15:00 Al Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due  daghols CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/17/2016 10:37:00 Al Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor daghols CRS
FCRIC385B, channel 381, Check Source Test Failure. Performed manual Check
Source Test 5 times and still did not pass. WO #15-409963-001 already initiated to
replace the detector in Refuel 21

6/17/2016 11:58:00 Al Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. daghols CRS

Alarms immediately reset. ODMI 2015-07
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6/17/2016 5:28:00 PM  Received alarm 61B, Process Rad Hi GTRE32 particulate in alarm due to spiking. daghols CRS
Alarms immediately reset. ODMI 2015-07

6/17/2016 7:42:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM trrohlf CRS
SOURCE CHECK" partial to support CTMT Purge iaw GRP #U1GB2016-069.

6/17/2016 7:53:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. trrohlf’ CRS
Alarms immediately reset. ODMI 2015-07

6/17/2016 9:42:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

6/18/2016 12:01:00 Al Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

6/18/2016 12:16:00 Al Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

6/18/2016 3:08:00 ANV Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM trrohlf CRS
SOURCE CHECK" Partial Test for GTRE22, GTRE33, GTRE31, & GTRE32 to
support GRP# U1GB2016-069.

6/18/2016 3:30:00 AV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

6/18/2016 3:38:00 AM Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. trrohlf’ CRS
Alarms immediately reset, ODMI 2015-07

6/18/2016 6:13:00 AV Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due  trrohlf CRS
to spiking. Alarms immediately reset, ODMI 2015-07

6/18/2016 6:15:00 AV Received alarm 61A and 61B, Process Rad HiHi-Hi. GTRE3! particulate in alert due  trrohlf CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/18/2016 7:54:00 AN Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

6/18/2016 10:00:00 Al Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

6/18/2016 10:57:00 Al Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

6/18/2016 11:33:00 Al Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due  jestrah CRS
to spiking. Alarms immediately reset. ODMI 2015-07.

6/18/2016 12:37:00 PN Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

6/18/2016 12:48:00 PN Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

6/18/2016 12:53:00 PN Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

6/18/2016 3:25:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

6/18/2016 5:02:00 PM Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

6/18/2016 6:59:00 PM Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. brdavis2 ~ SM
Alarms immediately reset. ODMI 2015-07.

6/18/2016 7:23:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. brdavis2 SE
Alarms immediately reset. ODMI 2015-07

6/18/2016 7:47:00 PM Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due brdavis2 SE
to spiking. Alarms immediately reset. ODMI 2015-07

6/18/2016 7:58:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor brdavis2 ~ SM
FCRIC385B, channel 381, Check Source Test Fail. WO #15-409963-001 already
initiated to replace the detector in Refuel 21.

6/18/2016 9:56:00 PM  Received alarm 61A and 61B, Process Rad Hi’Hi-Hi. GTRE31 particulate in alert due brdavis2 SE
to spiking. Alarms immediately reset. ODMI 2015-07

6/18/2016 10:19:00 PN Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due  brdavis2 ~ SE

to spiking. Alarms immediately reset. ODMI 2015-07
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6/19/2016 12:16:00 Al Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. brdavis2 ~ SE
Alarms immediately reset. ODMI 2015-07

6/19/2016 12:27:00 Al Received alarm 61A and 61B, Process Rad Hi/Hi-Hi, GTRE31 particulate in alert due brdavis2 SE
to spiking. Alarms immediately reset. ODMI 2015-07

6/19/2016 2:49:00 AV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. brdavis2  SE
Alarms immediately reset. ODMI 2015-07

6/19/2016 2:56:00 ANV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. brdavis2  SE
Alarms immediately reset. ODMI 2015-07

6/19/2016 3:19:00 AV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. brdavis2 ~ SE
Alarms immediately reset. ODMI 2015-07

6/19/2016 3:44:00 ANV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. brdavis2 ~ SE
Alarms immediately reset. ODMI 2015-07

6/19/2016 4:29:00 AV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. brdavis2  SE
Alarms immediately reset. ODMI 2015-07

6/19/2016 5:29:00 ANV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking, brdavis2  SE
Alarms immediately reset. ODMI 2015-07

6/19/2016 7:10:00 ANV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. daghols CRS
Alarms immediately reset. ODMI 2015-07

6/19/2016 8:21:00 AV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. daghols CRS
Alarms immediately reset. ODMI 2015-07

6/19/2016 12:17:00 PN Received alarm 61A and 61B, Process Rad Hi/Hi-Hi, GTRE32 particulate in alert due daghols CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/19/2016 6:07:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due  daghols CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/19/2016 6:08:00 PM Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. daghols CRS
Alarms immediately reset. ODMI 2015-07

6/19/2016 7:02:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due  edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/19/2016 7:03:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

6/19/2016 10:17:00 PN Received alarm 61A and 61B, Process Rad Hi’Hi-Hi. GTRE32 particulate in alert due edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/19/2016 10:19:00 PN Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

6/19/2016 11:40:00 PN Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due  edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/19/2016 11:57:00 PN Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/20/2016 12:08:00 Al Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due  edpitt CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/20/2016 12:09:00 Al Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edpitt CRS
Alarms immediately reset, ODMI 2015-07

6/20/2016 1:20:00 ANV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edpitt CRS
Alarms immediately reset. ODMI 2015-07

6/20/2016 2:48:00 ANV Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor edpitt CRS
FCT381
Channel , No Pulses Time Out. Performed manual Check Source Test SAT. WR
15-115441 already initiated.

6/20/2016 5:54:00 AV Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor edpitt CRS
FCT381
Channel , No Pulses Time Out. Performed manual Check Source Test SAT. WR
15-115441 already initiated.

6/21/2016 7:23:00 AV Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edwinn CRS

SOURCE CHECK". Partial for HFRE045 per LRP 2016-029
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6/21/2016 7:38:00 AV Completed STN SP-00]1 "PROCESS RADIATION MONITORING SYSTEM edwinn CRS
SOURCE CHECK" SAT.

6/21/2016 1:50:00 PM Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor edwinn CRS
FCT381
Channel , No Pulses Time Out. Performed manual Check Source Test SAT.

6/22/2016 11:22:00 Al Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due edwinn CRS
to spiking. Alarms immediately reset. ODMI 2015-07

6/24/2016 8:44:00 AN ALR 61C "PROCESS RAD MON FAIL" due to ABS 112B no pulses timeout. mifullel CRS

6/25/2016 8:56:00 AV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

6/25/2016 3:15:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

6/25/2016 6:04:00 PM Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

6/26/2016 3:57:00 ANV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

6/26/2016 4:08:00 AV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

6/26/2016 4:21:00 AV Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor trrohlf CRS
FCT381
Channel , No Pulses Time Out. Performed manual Check Source Test SAT. WR
15-115441 already initiated.

6/26/2016 6:24:00 AV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf’ CRS
Alarms immediately reset. ODMI 2015-07

6/26/2016 7:49:00 AV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07

6/26/2016 12:42:00 PN Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07

6/27/2016 3:14:00 AV Received ANN 61C " PROCESS RAD MON FAILURE " due to loss of edwinn CRS
communications to GTRE0022
Verified that Process Rad Monitors were operating properly at their respective RM-23.

6/28/2016 7:57:00 PM  Received alarm 61C, Process Rad Mon Fail, which immediately cleared. Cause was "no  shafe CRS
pulses timeout" on ABRIC112B.

6/29/2016 5:01:00 AV Received alarm 61C, Process Rad Mon Fail, due to loss of isokinetic flow for Unit Vent  shafe CRS
GTRIC21B during hanging of clearance C21 D-GF-N-017. Monitor remains Operable
IAW ALR 61C Attachment A. Chemistry notified.

6/29/2016 3:07:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM joweber]  CRS
SOURCE CHECK" partial for GT 22/33/31/32 for U1GB2016-073

6/29/2016 3:19:00 PM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM joweber] CRS
SOURCE CHECK" Partial Test. partial for UIGB2016-073

6/30/2016 5:50:00 AV Received alarm 61C, Process Rad Mon Fail, due to loss of isokinetic flow for Unit Vent  shafe CRS
GTRIC21B during hanging of clearance C21 D-GF-N-017A. Monitor remains Operable
[AW ALR 61C Attachment A. Chemistry notified.

7/1/2016 1:33:00 AM  Received alarm 61C, Process Rad Mon Fail, due to loss of isokinetic flow for Unit Vent  shafe CRS
GTRIC21B during hanging of clearance C21 D-GF-N-018A. Monitor remains Operable
IAW ALR 61C Attachment A. Chemistry notified.

7/1/2016 7:10:00 AM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

7/1/2016 2:46:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

7/1/2016 3:23:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking, styunk CRS
Alarms immediately reset. ODMI 2015-07

7/1/2016 5:45:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. styunk CRS

Alarms immediately reset. ODMI 2015-07



CONTROL ROOM LOG

LogDate Entry User UserType

7/1/2016 6:36:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. styunk CRS
Alarms immediately reset. ODMI 2015-07

7/1/2016 7:02:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. glreeve CRS
Alarms immediately reset. ODMI 2015-07

7/1/2016 8:53:00 PM  Received alarm 61C, Process Rad Mon Fail, which immediately cleared. Cause was "no  glreeve CRS
pulses timeout" on ABRIC112B. Initiated CR 00105577.

7/1/2016 9:51:00 PM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE31 glreeve CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

7/1/2016 9:53:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. glreeve CRS
Alarms immediately reset. ODMI 2015-07

7/1/2016 10:03:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. glreeve CRS
Alarms immediately reset. ODMI 2015-07

7/1/2016 10:28:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. glreeve CRS
Alarms immediately reset. ODMI 2015-07

7/1/2016 11:50:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking, glreeve CRS
Alarms immediately reset. ODMI 2015-07

7/2/2016 1:57:00 AM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi, GTRE32 glreeve CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

7/2/2016 2:00:00 AM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE32 glreeve CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

7/2/2016 2:02:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. glreeve CRS
Alarm immediately reset. ODMI 2015-07

7/2/2016 4:49:00 AM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE31 glreeve CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

7/2/2016 4:50:00 AM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. glreeve CRS
Alarm immediately reset. ODMI 2015-07

7/2/2016 9:24:00 PM  Received alarm 61A and 61B, Process Rad Hi’Hi-Hi. GTRE31 particulate in alert due ~ chwoods ~ CRS
to spiking. Alarms immediately reset. ODMI 2015-07

7/2/2016 9:26:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset. ODMI 2015-07.

7/4/2016 8:04:00 AM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

7/4/2016 8:22:00 AM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

7/4/2016 12:13:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

7/4/2016 12:31:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

7/4/2016 1:36:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor edwinn CRS
FCT381
Channel , No Pulses Time Out. Performed manual Check Source Test SAT.

7/4/2016 1:51:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking, edwinn CRS
Alarms immediately reset. ODMI 2015-07

7/4/2016 2:47:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

7/4/2016 3:43:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

7/4/2016 4:25:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

T/6/2016 3:54:00 AM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM tidunlo CRS
SOURCE CHECK", Partial for GHRE-10B GRP # U1GB2016-076.

7/6/2016 4:08:00 AM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM tidunlo CRS
SOURCE CHECK" SAT. Partial for GHRE-10B GRP # U1GB2016-076.

7/6/2016 6:20:00 AM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE31 tidunlo CRS

particulate in Alarm due to spiking, Alarms immediately reset. ODMI 2015-07
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7/6/2016 8:41:00 AM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM shafe CRS
SOURCE CHECK",

7/6/2016 9:31:00 AM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM shafe CRS
SOURCE CHECK" SAT. Partial for GTRE31, GTRE32, GTRE22, and GTRE33 in
preparation for containment purge.

7/7/2016 12:10:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM shafe CRS
SOURCE CHECK".

7/7/2016 12:24:00 PM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM shafe CRS
SOURCE CHECK" SAT. Partial for HFRE-45 in support of release permit
UILB2016-031.

T/7/2016 9:47:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM kylaubn CRS
SOURCE CHECK".

7/7/2016 10:37:00 PM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM kylaubn CRS
SOURCE CHECK" SAT.

7/8/2016 6:57:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking, chwoods  CRS
Alarms immediately reset. ODMI 2015-07.

7/8/2016 7:56:00 AM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset. ODMI 2015-07.

7/8/2016 12:06:00 PM  Received alarm 61 A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due chwoods  CRS
to spiking. Alarms immediately reset. ODMI 2015-07

7/8/2016 12:08:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset. ODMI 2015-07.

7/8/2016 1:41:00 PM  Received alarm 618, Process Rad Hi. GTRE32 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset. ODMI 2015-07.

7/8/2016 3:56:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset. ODMI 2015-07.

7/8/2016 4:37:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. chwoods  CRS
Alarms immediately reset. ODMI 2015-07.

7/8/2016 6:54:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due kylaubn CRS
to spiking. Alarms immediately reset. ODMI 2015-07

7/8/2016 6:56:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. kylaubn CRS
Alarms immediately reset. ODMI 2015-07.

7/8/2016 8:53:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due kylaubn CRS
to spiking. Alarms immediately reset. ODMI 2015-07

7/8/2016 8:55:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. kylaubn CRS
Alarms immediately reset. ODMI 2015-07.

7/8/2016 10:54:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE32 particulate in alert due kylaubn CRS
to spiking. Alarms immediately reset. ODMI 2015-07

7/8/2016 10:55:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. kylaubn CRS
Alarms immediately reset. ODMI 2015-07.

7/8/2016 11:43:00 PM  Received alarm 618, Process Rad Hi. GTRE31 particulate in alert due to spiking. kylaubn CRS
Alarms immediately reset. ODMI 2015-07.

7/8/2016 11:55:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. kylaubn CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 12:43:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. kylaubn CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 1:14:00 AM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due kylaubn CRS
to spiking. Alarms immediately reset. ODMI 2015-07

7/9/2016 1:16:00 AM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. kylaubn CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 2:02:00 AM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking, kylaubn CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 2:32:00 AM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due  kylaubn CRS

to spiking. Alarms immediately reset. ODMI 2015-07
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7/9/2016 9:42:00 AM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 10:05:00 ANV Received alarm 61A and 61B, Process Rad Hi’Hi-Hi. GTRE31 particulate in alert due  jestrah CRS
to spiking. Alarms immediately reset. ODMI 2015-07.

7/9/2016 10:07:00 AN Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 10:26:00 AV Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due  jestrah CRS
to spiking. Alarms immediately reset. ODMI 2015-07.

7/9/2016 10:27:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 10:39:00 AN Received alarm 61A and 61B, Process Rad Hi/Hi-Hi. GTRE31 particulate in alert due  jestrah CRS
to spiking. Alarms immediately reset. ODMI 2015-07.

7/9/2016 10:41:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking, jestrah CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 11:41:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking, jestrah CRS
Alarms immediately reset. ODMI 2015-07.

7/92016 11:54:00 AV Received alarm 61A and 61B, Process Rad Hi/Hi-Hi, GTRE31 particulate in alert due roabel RO
to spiking. Alarms immediately reset. ODMI 2015-07.

7/9/2016 1:44:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 3:18:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi, GTRE31 particulate in alert due jestrah CRS
to spiking. Alarms immediately reset. ODMI 2015-07.

7/9/2016 3:22:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 3:52:00 PM  Received alarm 61 A and 61B, Process Rad Hi/Hi-Hi, GTRE31 particulate in alert due jestrah CRS
to spiking. Alarms immediately reset. ODMI 2015-07.

7/9/2016 3:54:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 4:17:00 PM  Received alarm 61A and 61B, Process Rad Hi/Hi-Hi, GTRE31 particulate in alert due jestrah CRS
to spiking. Alarms immediately reset. ODMI 2015-07.

7/9/2016 5:31:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 7:39:00 PM  Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. glreeve CRS
Monitor FCT381 Channel, No Pulses Time Out. Performed manual Check Source Test
SAT. WO 15-409936-001

7/9/2016 8:20:00 PM  Received alarm 61 A and 61B, Process Rad Hi/Hi-Hi, GTRE31 particulate in alert due glreeve CRS
to spiking. Alarms immediately reset. ODMI 2015-07.

7/9/2016 8:21:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. glreeve CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 10:31:00 PM Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. glreeve CRS
Alarms immediately reset. ODMI 2015-07.

7/9/2016 10:52:00 PM  Received alarm 61 A and 61B, Process Rad Hi/Hi-Hi, GTRE31 particulate in alert due glreeve CRS
to spiking. Alarms immediately reset. ODMI 2015-07.

7/9/2016 10:54:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. glreeve CRS
Alarms immediately reset. ODMI 2015-07.

7/11/2016 4:09:00 AV Received alarm 61B, Process Rad Hi, SJREO1 hi alarm, which immediately cleared. shafe CRS
Entered ALR 00-061B and performed a Sat purge. Exited ALR.

7/11/2016 4:56:00 AV Received alarm 61C, Process Rad Mon Fail, due to loss of isokinetic flow to Unit Vent  shafe CRS
GTRE21B, expected for securing Aux Building ventillation. Chemistry (Josh Dorsey)
notified. GTRE21B remains Functional.

7/12/2016 8:18:00 AV Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM tidunlo CRS
SOURCE CHECK". Partial for HF RE-45. LRP UILB 2016-032.

771212016 8:58:00 ANV Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM tidunlo CRS

SOURCE CHECK" SAT. Partial for HF RE-45. LRP UILB 2016-032.
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7/13/2016 2:00:00 AV Received alarm 61C, Process Rad Mon Fail, due to loss of isokinetic flow to Unit Vent  daghols CRS
GTRE2I1B, expected for securing Aux Building ventillation. Chemistry notified.
GTREZ21B remains Functional

7/13/2016 3:08:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM tidunlo CRS
SOURCE CHECK.". Partial for HF RE-45 LRP UILB 2016-033.

7/13/2016 3:09:00 PM Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. tidunlo CRS
Alarms immediately reset. ODMI 2015-07

7/13/2016 3:30:00 PM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM tidunlo CRS
SOURCE CHECK" SAT. Partial for HF RE-45 LRP UILB 2016-033.

7/13/2016 4:09:00 PM  Received annunciator 61C PROCESS RAD MON FAIL. Alarm is loss of tidunlo CRS
communications on GT RE-59 CTMT area rad monitor. Followed ALR. Work request
written to correct cause. WR #16-117431.

7/13/2016 4:53:00 PM  Received annunciator 61C PROCESS RAD MON FAIL. Alarm is loss of tidunlo CRS
communications on GT RE-59 CTMT area rad monitor. Followed ALR. Work request
written to correct cause. WR #16-117431,

7/13/2016 7:41:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. daghols CRS
Alarms immediately reset. ODMI 2015-07

7/13/2016 7:56:00 PM Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE32 daghols CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

7/13/2016 8:49:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. daghols CRS
Alarms immediately reset. ODMI 2015-07

7/16/2016 5:20:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. glreeve CRS
Alarms immediately reset. ODMI 2015-07

7/16/2016 7:25:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM jestrah CRS
SOURCE CHECK". CTMT Purge. GRP UI1GB2016-082.

7/16/2016 10:27:00 PN Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM jestrah CRS
SOURCE CHECK" partial SAT.

7/17/2016 1:11:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

7/17/2016 5:24:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

7/17/2016 6:15:00 AV Received alarms 61 A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE31 jestrah CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07.

7/17/2016 6:19:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. jestrah CRS
Alarms immediately reset. ODMI 2015-07.

7/17/2016 5:28:00 PM  During the shift, received alarm 61A, Process Rad HiHi, on 3 occassions due to shafe CRS
particulate spiking of GTRE31 and GTRE32, ODMI 2015-07.

7/17/2016 5:28:00 PM  During the shift, received alarm 61B, Process Rad Hi, on 14 occassions due to shafe CRS
particulate spiking of GTRE31 and GTRE32, ODMI 2015-07.

7/18/2016 5:01:00 AV During the shift, received alarm 61B, Process Rad Hi, on 5 occasions due to particulate  tidunlo CRS
spiking of GTRE31 and GTRE32, ODMI 2015-07.

7/18/2016 5:01:00 AV During the shift, received alarm 61 A, Process Rad HiHi, on | occasion due to tidunlo CRS
particulate spiking of GTRE31, ODMI 2015-07.

7/18/2016 8:07:00 AN Received alarm 61C, Process Rad Mon Fail. Entered ALR 00-061C. GTRE21A Check  shafe CRS
Source Test Failure is the cause of the alarm. Performed source check and alarm
cleared. Exited ALR.

7/20/2016 4:55:00 AN ALR 61C, "PROCESS RAD MON FAIL" in due to FCRIC385B loss of pulse. mifullel CRS
Performing ALR 61C.

7/20/2016 5:10:00 AV Perform ALR 61C, "PROCESS RAD MON FAIL" due to FCRIC385B loss of pulse. mifulle] CRS
Source Check Unsat. ALR 61C not clear. WR# 15-115441 applies.

7/20/2016 6:34:00 AV ALR 61C, "PROCESS RAD MON FAIL" clear. Source check of FCRIC385B, SAT. mifullel CRS

7/20/2016 8:30:00 AV Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM thfairc CRS
SOURCE CHECK", Partial for HF-RE45

7/20/2016 &:43:00 ANV Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM thfairc CRS

SOURCE CHECK" SAT. Partial for HF-RE45.
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7/22/2016 6:30:00 PM  Received alarm 61B, Process Rad Hi 5 times this shift. GTRE31 particulate in alert due  kylaubn CRS
to spiking. Alarms immediately reset. ODMI 2015-07.

7/23/2016 3:14:00 AV Received Alarm 61C "PROCESS RAD MON FAIL", on FBRIC385B. Performing mifullel CRS
Source Check.

7/23/2016 4:49:00 AV Received alarm 61B, Process Rad Hi . GTRE31 particulate in alert due to spiking. mifulle| CRS
Alarm immediately reset. ODMI 2015-07.

7/23/2016 7:18:00 AV Received alarm 61B, Process Rad Hi . GTRE31 particulate in alert due to spiking. styunk CRS
Alarm immediately reset. ODMI 2015-07.

7/23/2016 3:34:00 PM Received alarm 61B, Process Rad Hi . GTRE32 particulate in alert due to spiking. styunk CRS
Alarm immediately reset. ODMI 2015-07.

7/23/2016 4:24:00 PM  Received alarm 61B, Process Rad Hi . GTRE31 particulate in alert due to spiking. styunk CRS
Alarm immediately reset. ODMI 2015-07. This condition alarmed two additional times
at 13:11 and 15:08 during this shift,

7/23/2016 6:44:00 PM  Received alarm 61B, Process Rad Hi . GTRE32 particulate in alert due to spiking. thfairc CRS
Alarm immediately reset. ODMI 2015-07,

7/24/2016 4:37:00 AV Received alarm 61B, Process Rad Hi . GTRE31 particulate in alert due to spiking. thfairc CRS
Alarm immediately reset. ODMI 2015-07.

7/24/2016 3:50:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM tidunlo CRS
SOURCE CHECK", Partial for HF RE-45 LRP # UILB2016-035.

7/24/2016 4:27:00 PM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM tidunlo CRS
SOURCE CHECK" SAT. Partial for HF RE-45 LRP # U1LB2016-035,

7/24/2016 10:56:00 PN Received alarm 61A, Process Rad Hi Hi . GTRE31 particulate in alarm due to spiking.  thfairc CRS
Alarm immediately reset. ODMI 2015-07.

7/25/2016 5:00:00 PM Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor tidunlo CRS
FCRIC385B, channel 381, Check Source Test Failure. Performed manual Check
Source Test 5 times and still did not pass. WO #15-409963-001 already initiated to
replace the detector in Refuel 21,

7/26/2016 7:28:00 AV  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM mifullel CRS
SOURCE CHECK".

7/26/2016 8:01:00 AV Completed Partial STN SP-001 "PROCESS RADIATION MONITORING SYSTEM mifullel CRS
SOURCE CHECK" SAT.

7/26/2016 5:00:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM mifullel CRS
SOURCE CHECK".

7/26/2016 5:07:00 PM  Completed Partial STN SP-001 "PROCESS RADIATION MONITORING SYSTEM mifullel CRS
SOURCE CHECK" SAT.

7/27/2016 4:03:00 AV Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor GK edwinn CRS
RE-41 |, channel
, Check Source Test Failure. Performed manual Check Source Test SAT.

7/27/2016 7:44:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edwinn CRS
SOURCE CHECK", Partial to support GRP UIGB2016-087 (CTMT Purge)

712712016 8:02:00 PM - Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edwinn CRS
SOURCE CHECK" SAT. Partial completed.

7/28/2016 8:04:00 ANV Commenced partial STN SP-001 "PROCESS RADIATION MONITORING SYSTEM mifulle] CRS
SOURCE CHECK", for LRP No. UILB2016-037P. SLWMT 'B' release.

7/28/2016 8:20:00 AN Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM mifullel CRS
SOURCE CHECK" SAT.

7/28/2016 3:39:00 PM  Received alarm 61C "PROCESS RAD MON FAIL", due to loss of communications. mifullel CRS
Source check SAT. Exited ALR 61C.

7/28/2016 7:11:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf’ CRS
Alarms immediately reset. ODMI 2015-07

7/28/2016 7:21:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

7/28/2016 7:48:00 PM Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE32 trrohlf CRS

particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07
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7/28/2016 7:49:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

7/28/2016 7:53:00 PM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE31 trrohlf CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

7/28/2016 7:55:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. trrohlf’ CRS
Alarms immediately reset. ODMI 2015-07

7/28/2016 8:43:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

7/28/2016 9:32:00 PM Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

7/28/2016 10:12:00 PN Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE32 trrohlf CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

7/28/2016 10:14:00 PN Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking, trrohlf CRS
Alarms immediately reset. ODMI 2015-07

7/28/2016 10:21:00 PN Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi, GTRE32 trrohlf CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

7/28/2016 10:22:00 PN Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

7/29/2016 4:08:00 AV Received Annunciator 61C, "Process Rad Mon Fail." Performing ALR. Monitor trrohlf CRS
ABI12B
No Pulses Time Out. Performed manual Check Source Test SAT.

7/29/2016 6:22:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07

7/29/2016 6:35:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. thfairc CRS
Alarms immediately reset. ODMI 2015-07

7/29/2016 7:19:00 PM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE31 trrohlf’ CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

7/29/2016 7:43:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

7/29/2016 9:01:00 PM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE31 trrohlf’ CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

7/29/2016 9:02:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. trrohlf’ CRS
Alarms immediately reset. ODMI 2015-07

7/29/2016 9:05:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

7/29/2016 10:07:00 PN Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE31 trrohlf’ CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

7/29/2016 11:02:00 PN Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

7/29/2016 11:24:00 P Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

7/30/2016 3:57:00 AV Received alarm 61B, Process Rad Hi. GTRE31 particulate in alert due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

7/30/2016 7:51:00 PM  Alarm 61C 'PROCESS RAD MON FAIL' due to Loss of Communications Alarm on mifullel CRS
RM-11 GTRE0022, in and clear. CR# 00106100/ WR# 16-117572.

8/2/2016 9:57:00 AM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE31 edwinn CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

8/2/2016 1:03:00 PM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE31 edwinn CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

8/2/2016 1:05:00 PM  Received alarm 61B, Process Rad Hi. GTRE3]1 particulate in Alarm due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

8/2/2016 2:11:00 PM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE31 edwinn CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

8/2/2016 2:13:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in Alarm due to spiking. edwinn CRS

Alarms immediately reset. ODMI 2015-07
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8/2/2016 3:50:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in Alarm due to spiking, edwinn CRS
Alarms immediately reset. ODMI 2015-07

8/2/2016 4:07:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in Alarm due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

8/2/2016 5:35:00 PM  Received alarm 61B, Process Rad Hi. GTRE31 particulate in Alarm due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

832016 7:20:00 AM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edwinn CRS
SOURCE CHECK". Partial for HFRE45 for LRP UILB2016-038

8/3/2016 7:45:00 AM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM edwinn CRS
SOURCE CHECK" SAT. Partial for HFRE4S

8/3/2016 10:20:00 AN Received ANN 61C " PROCESS RAD MON FAILURE " due to loss of edwinn CRS
communications to GT RE-33
Verified that Process Rad Monitors were operating properly at their respective RM-23,

8/3/2016 10:53:00 AN Received ANN 61C " PROCESS RAD MON FAILURE " due to loss of edwinn CRS
communications to  GT RE-33
Verified that Process Rad Monitors were operating properly at their respective RM-23.

8/3/2016 1:06:00 PM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE32 edwinn CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

8/3/2016 3:39:00 PM  Received ANN 61C " PROCESS RAD MON FAILURE " due to loss of edwinn CRS
communications to GT RE-33
Verified that Process Rad Monitors were operating properly at their respective RM-23.

8/3/2016 5:08:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in Alarm due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

8/4/2016 1:03:00 AM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM joweberl  CRS
SOURCE CHECK",

8/4/2016 3:43:00 AM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM joweberl  CRS
SOURCE CHECK" Partial Test. GTRE0022 is OOS

8/4/2016 2:52:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM trrohlf CRS
SOURCE CHECK" partial for HFRE-45 to support LRP #U1LB2016-041.

8/4/2016 3:08:00 PM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM trrohlf CRS
SOURCE CHECK" SAT partial for HFRE-45 to support LRP #U1LB2016-041.

8/4/2016 5:56:00 PM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE32 trrohlf CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

8/4/2016 6:21:00 PM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE32 trrohlf CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

8/4/2016 6:23:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in Alarm due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

8/4/2016 6:40:00 PM  Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE32 trrohlf CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

8/4/2016 6:41:00 PM  Received alarm 61B, Process Rad Hi. GTRE32 particulate in Alarm due to spiking. trrohlf CRS
Alarms immediately reset. ODMI 2015-07

8/6/2016 3:29:00 PM  Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM jestrah CRS
SOURCE CHECK", Partial for CTMT purge.

8/6/2016 4:51:00 PM  Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM jestrah CRS
SOURCE CHECK" partial SAT.

8/9/2016 12:31:00 AV Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. edwinn CRS
Alarms immediately reset. ODMI 2015-07

8/9/2016 9:51:00 PM  Received alarm 61C, Process Rad Mon Fail, due to GTRE21B loss of sample flow. This  shafe CRS
condition reflects a loss of isokinetic flow which is expected during placing B CRVIS
in service. GTRE21B remains functional.

8/10/2016 5:04:00 AN Received alarm 61C, Process Rad Mon Fail. Cause of alarm GTRES9 communication shafe CRS
failure with RM-20 green operating light extinguished, reading 0.00, and keyboard
lockout. WR# 16-117694.

8/10/2016 7:35:00 ANV Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM joweber]l  CRS

SOURCE CHECK",
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8/10/2016 7:42:00 AV Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM joweberl  CRS
SOURCE CHECK" Partial Test for HFRE45 for U1LB2016-042

8/17/2016 7:32:00 AV Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM shafe CRS
SOURCE CHECK" to support THF04B release permit ULLB2016-044.

8/17/2016 7:51:00 AV Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM shafe CRS
SOURCE CHECK" SAT.

8/18/2016 4:23:00 AV Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE32 tidunlo CRS
particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07

8/18/2016 4:25:00 AN Received alarm 61B, Process Rad Hi. GTRE32 particulate in Alarm due to spiking. tidunlo CRS
Alarms immediately reset. ODMI 2015-07

8/18/2016 2:15:00 PM  Received alarms 61B, Process Rad Hi, and 61A, Process Rad HiHi. Alarm 61A reset ercarls CRS
immediately. Entered ALR for 61B. Alarms caused by SJIRE001, Letdown Rad
Monitor. Purged the monitor IAW with the ALR and alarm 6 1B cleared. Exited ALR.
The following was edited for additional information on 8.22.16 by ede. Ref. CR
106588

8/18/2016 10:25:00 PN Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM kylaubn CRS
SOURCE CHECK", Partial for GTRE0022, GTRE0033, GTRE0031 and GTREO032,

8/18/2016 10:55:00 PN Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM kylaubn CRS
SOURCE CHECK" SAT, Partial for GTRE0022, GTRE0033, GTREO03 1 and
GTRE0032..

8/19/2016 4:13:00 AN Recieved ALR 61B, PROCESS RAD HI, in and clear for GTRE33 Particulate. ercarls CRS
Performed ALR, no actions needed. The following was edited for additional
information on 8.22.16 by edc. Ref. CR 106589

8/24/2016 4:57:00 AV Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM daghols CRS
SOURCE CHECK". Partial for LRP 2016-045

8/24/2016 5:47:00 AN Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM daghols CRS
SOURCE CHECK" SAT. Partial for LRP 2016-045.

8/25/2016 3:34:00 ANV Commenced STN SP-001 "PROCESS RADIATION MONITORING SYSTEM daghols CRS
SOURCE CHECK!", partial for LRP 2016-046.

8/25/2016 4:30:00 AV Completed STN SP-001 "PROCESS RADIATION MONITORING SYSTEM daghols CRS
SOURCE CHECK" SAT. Partial for LRP 2016-046.

8/25/2016 5:53:00 AN Received alarm 61B, Process Rad Hi. GTRE32 particulate in alert due to spiking. daghols CRS
Alarms immediately reset. ODMI 2015-07

8/25/2016 6:56:00 ANV Received alarms 61A, Process Rad Hi Hi and 61B, Process Rad Hi. GTRE32 tidunlo CRS

particulate in Alarm due to spiking. Alarms immediately reset. ODMI 2015-07



@ Wolf Creek Nuclear Operating Corporation

00105668 Condition Report

AR #: 00105668 Severity Type: CAQ

AR Subject: 8818 valve leaking boron in CTMT Age In Days: 49

Level: FFT Due Date: 08/12/2016 Status:APPROVED Status Date:

07/13/2016

Owed To Name:

Origination Date: 07/07/2016

Owed To Department: 4050090 - Ferrel Mark Initiator: CUFFE, GRANT J

Owed To Alert Group: OPS REVIEW

Condition Report Summary:

Orig Department: 3140030 - Gilliam Ron

Type AR#-Assign#-Sub-Assign# Owed/Assign To Due Date Status
CAQ 00105668 OPS REVIEW 08/12/2016 APPROVED
RTFQ 00105668-01 OPS REVIEW ACC/PRI
Attachments:
CR Detail

Asset/Equip: EP8818B

Work Request; 16-117383

Description: It appears an 8818 valve approx 12 ftin the overhead behind the RCDT on 2000' CTMT is leaking boron. There is

about a cup of boron on the exterior of the mirror insulation that surrounds the valve and approx a 12"by 18" by 1"

high area of boron on a piece of mirror insulation directly below the valve. QC guessed it was one of the 8818 valves
due to its size and it is also downstream of EJ90.

Immediate Concern: N

Immediate Actions:

SM Notified:  N/A Init DNC: N

Notified Shit Engineer, was directed to write a

CR

Extent of condition:
N/A

Recommended Resolution:
Clean the boron come outage

Screening Review

Operability:

3 OPER/DNC

By the location noted, and the reference to a nearby

valve, this component must be EP8818C.

What is the defect/degraded nonconforming condition? Boron
discovered on insulation around valve.

What SSC is affected by the deficiency? EP8818C, RHR TO
ACCUM INJ. LINE CHECK VLV.

What is the design/safety function of the affected SSC?
EP8818C is a containment isolation valve in accordance

with Tech Spec 3.6.3. The valve provides a flowpath for
RHR flow (Tech Spec 3.5.2, 3.5.2, 3.9.5, 3.9.6) to the RCS
cold legs. Leakage from the valve will affect RCS
operational leakage (Tech Spec 3.4.13).

What effect does the deficiency have on the affected SSCs
ability to perform its intended design/safety function?

None. The boron is dry, indicating that the leak rate is

CR Detail Report
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Wolf Creek Nuclear Operating Corporation

00105668 Condition Report

Reportable:
Environmental Issue:
Tech Spec Sec 5:
Personnel Safety Issue:
Reactivity Issue:

Impact Risk Assessment:

OPS Review:

CR/WR Screening:

Significance Cat:

Screen/SRT Notes:

very low. RCS leak rate is monitored once per day, and is
currently well within tech spec limits.

The SSC is operable but degraded because? RCS leak rate
is well within Tech Spec limits. Although the valve is

not visible due to being covered with insulation, the EP
system is class 1 stainless, so it is reasonable to assume
that there will be no wastage of components. The CR
states that there is boron on insulation below. The
nearest component below is EPV056, which is also
stainless. No other components are affected.

Extent of condition? Inspections for boron leaks inside
containment are performed when the opportunity arises.
Because RCS leak rate is very low, and is monitored daily,
no other actions are required at this time.

*

References? Technical Specifications

< B

BRANDT, WARREN C

LINK, STEPHEN L

99 - NOT APPLICABLE

General Notes:

Other Related Information

Assignment Status Summary:

Total Assigns/Subs:
Open Assigns/Subs:
Overdue Assigns/Subs:

Cross References:

Status & Due Date History:

1-0

1 -0

0-0
Type Number Sub Number
ACTION REQUEST 00105716

MPAC WORK REQUEST 16-117383

Responsible Person Date Updated Status Due Date
CUFFE, GRANT J 07/07/2016 INPROG
CUFFE, GRANT J 07/07/2016 H/APPR
DEARINGER, CAROL A 07/13/2016 APPROVED 08/12/2016
CR Detail Report Page 2 of 4 8/31/2016  12:10:01PM



Wolf Creek Nuclear Operating Corporation
00105668 Condition Report

LINK, STEPHEN L 07/11/2016 PRE-APRV

Margin Management Issue: N
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. Wolf Creek Nuclear Operating Corporation
@ 00105668 condition Report

Report Criteria CR #: 00105668 CR Visible: Y EVAL Visible: N PLAN Visible: N EFUVisible: N  Non QA Visible: N RER Visible: N
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REFER TO LICENSEE

Wolf Creek Nuclear Operating Corporation

00106763 Condition Report

AR#: 00106763 Severity Type: CR Level: Due Date: Status:PRE-APRV  Status Date:  08/30/2016
AR Subject: Increasing trend in GTRE31/32 activity Age In Days: 0
Owed To Name: Origination Date: 08/30/2016
Owed To Department: Initiator: BUSSARD, GRANT W
Owed To Alert Group: WC SRT Orig Department: 4020020 - Crow Bart

Condition Report Summary:

Type AR#-Assign#-Sub-Assign# Owed/Assign To Due Date Status
CR 00106763 WC SRT PRE-APRV
RTFQ 00106763-01 OPS REVIEW ACC/PRI
Attachments:
Type CR/ASGN No. Title
CR 00 CR 106763 TRENDS
CR Detail
Asset/Equip: BB Work Request:

Description:  Areview of GTRE31/32 trends over the last two months has identified a slow increase in activity starting around the
end of July. Containment sump leakage, containment cooler standpipe leakage, containment
pressure/humidity/temperature, unidentified leak rate trends were also reviewed. An upward trend on the 'C' and 'D'
containment cooler standpipe leakage was also identified around the same timeframe (late July early August). A
slow increase in the unidentified leak rate (ULR) over the last month has not been observed. In the last week, the
ULR has been elevated but no action levels have been reached to date. Potential leak sources in the auxiliary
building have already been investigated (e.g. RCS/seal injection vent/drains, CVCS demineralizer drains, BTRS
locations, etc.) and corrective actions taken, but the ULR still remains elevated. Recommend containment entry to
identify the source of GTRE31/32 activity increase.

Immediate Concern: N SM Notified:  N/A Init DNC: N

Immediate Actions:
Discussed trends with Operations and NRC

Extent of condition:
None.

Recommended Resolution:
Perform a containment entry to identify the
source of the activity increase.

Screening Review

Operability: 3 OPER/DNC
Areview of GTRE31/32 trends over the last two months has
identified a slow increase in activity starting around the
end of July.
The affected component is the RCS. RCS leakrate is covered
by TS 3.4.13.
RCS leakage is determined daily by STS BB-006. Leakrates
are slightly elevated but still within surveillance
criteria. ODMI 2015-07 is in place to document plant
response to the elevated activity levels and RCS leakrate.
Trigger points have been established to determine
additional actions. This increase in activity will be
compared against the trigger points and additional actions
taken as necessary.

CR Detail Report Page 1 of 3 8/31/2016  12:11:29PM



@ Wolf Creek Nuclear Operating Corporation
A \Sig 00106763 Condition Report

The RCS is operable because leakage surveillance criteria
is met but degraded due to elevated activity and leakrate.
This leakage is unique to the RCS in CTMT.

Reportable: N

Environmental Issue: N

Tech Spec Sec 5: N

Personnel Safety Issue: N

Reactivity Issue: N

Impact Risk Assessment: N

OPS Review: CAMP, JOHNNEY W
CR/WR Screening: LINK, STEPHEN L

WR is not applicable to the identified condition
Significance Cat: 99 - NOT APPLICABLE

Screen/SRT Notes:

General Notes:

Other Related Information

Assignment Status Summary:

Total Assigns/Subs:
Open Assigns/Subs:
Overdue Assigns/Subs:

O = -
[
080

Cross References:

Status & Due Date History:

Responsible Person Date Updated Status Due Date
BUSSARD, GRANT W 08/30/2016 INPROG
BUSSARD, GRANT W 08/30/2016 H/APPR

LINK, STEPHEN L 08/31/2016 PRE-APRV

Margin Management Issue: N
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. Wolf Creek Nuclear Operating Corporation
@ 00106763 cCondition Report

Report Criteria CR #: 00106763 CR Visible: Y EVAL Visible: N PLAN Visible: N EFUVisible: N  Non QA Visible: N RER Visible: N
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Documents provided

e ODMI 2015-07 Containment Radiation Monitor Spiking
e (R 106763 GTRE31/32 activity increasing trend
e CR106763 trend attachment

o Page 1 is activity counted on the Containment Radiation Monitor following a filter
change. The two trend lines are “GRS-ACT” which stands for Gross Activity lodine and
“DEI" which stands for Dose Equivalent lodine. The upward trend on both lines starts on
8/3/16.

o Page 2 is the Trend on Containment Cooler Standpipe Leakrate Trend over the last 90
days. The upward increasing trend for ‘D’ and ‘C’ containment cooler standpipe starts
around the end of July.

o Page 3 is the Trend in Unidentified Lea Rate over the last two months. The elevated ULR
values around 8/16/16 was around the time the Boron Thermal Regeneration System
(BTRS) was placed into service. The accessible portions of CVCS in the Auxiliary building
were walked down and two leak path sources were corrected. One was on a drain line
(BGV0025) from the ‘B’ mixed bed demineralizer and required adjustment of the reach
rod (CR 106580). The second valve was on an isolated BTRS demineralizer, which only
required tightening of the drain valve (BGV293).

o Page 4 is the trend in GTRE31 activity from the NPIS computer point over the last two
months. The data is filter to only include data between 1e-13 and 1e-08. This is done to
exclude the points recorded when the rad monitor goes into alarm. Without these
points removed any small increase in the trend would not be discernable. Around the
first of August, a very subtle step change in the activity can be observed.

e (R 105668 8818 valve leaking boron in CTMT
e (R Logs 4-1-16 to 8-25-16

o The entries are filtered by “Process Rad”. The entries on interest are “Received alarm
61B, Process Rad Hi” or “Received alarm 61A, Process Rad Hi-Hi for GTRE31/32. The
number of alarms per day dramatically decreases in the first week of August.



Pen #

Relevant
Condition

Yes

No

QC Level Il Comments

Brief Evaluation - See Evaluation document for more detail

X

Slight/minor dry loose particulate dusted around nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Slight/minor dry loose particulate dusted around nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Dry loose particulate on UH (Up-Hill) side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preciude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Minor dry loose particulate dusted around nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Slight/minor dry particulate at nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Dry particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Minor dry particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Dry particulate at nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Dry loose boron particulate, boron staining

Nothing emanating from the annulus region was confirmed.

Leak saurce - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

10

Dry loose particulate on UH side

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

11

Minor dry loose particulate dusted around nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.




12

Dry particulate on nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

13

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

14

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

15

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

16

Dry particulate

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

17

Boron accumulation on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

18

Dry particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

19

Minor dry particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

20

Dry loose particulate on UH side of nozzle. Rust on DH side of nozzle.

Unable to visually confirm no nozzle leakage (3142.1 (b) and (c), 3142.2, 3130, and 3132.1 (a))
Supplemental Volumetric Examination performed identifying no change in structural
characteristics from previous Volumetric exams of all nozzles performed in 2006 and 2013.

No degradation was identified that could compromise structural integrity.

21

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak saurce - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

22

Dry loose particulate on UH side

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

23

Dry loose particulate on UH side

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.




24

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

25

Slight/minor dry particulate on 90 degree and UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

26

Dry particulate on UH side

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

27

Dry boron on UH side of nozzle

Unable to visually confirm no nozzle leakage (3142.1 (b) and (c). 3142.2, 3130, and 3132.1 (a))
Supplemental Volumetric Examination performed identifying no change in structural
characteristics from previous Volumetric exams of all nozzles performed in 2006 and 2013.

No degradation was identified that could compromise structural integrity.

28

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

29

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

30

Slight/minor dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.
Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

31

Dry loose particulate on UH side of nozzle

Structural integrity NOT compromised by the surface rust form of degradation.
Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

32

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

33

Dry loose particulate on UH side of nozzle, vacuumed annulus clear

Nothing emanating from the annulus region was confirmed.

Leak saurce - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

34

Slight/minor dry particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.




35

Dry loose particulate on nozzle

Unable to visually confirm no nozzle leakage (3142.1 (b) and (c), 3142.2, 3130, and 3132.1 (a))
Supplemental Volumetric Examination performed identifying no change in structural
characteristics from previous Volumetric exams of all nozzles performed in 2006 and 2013.

No degradation was identified that could compromise structural integrity.

Dry particulate on UH side of penetration

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

37

Slight/minor dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

39

Slight/minor dry particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

40

Dry particulate on UH side of nozzle

Unable to visually confirm no nozzle leakage (3142.1 (b) and (c), 3142.2, 3130, and 3132.1 (a))
Supplemental Volumetric Examination performed identifying no change in structural
characteristics from previous Volumetric exams of all nozzles performed in 2006 and 2013.

No degradation was identified that could compromise structural integrity.

4

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

42

Dry particulate at nozzle interface (small amount)

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

43

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

45

Slight/minor dry particulate on 90 degree and UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.




46

Dry loose particulate on UH side of nozzle

Unable to visually confirm no nozzle leakage (3142.1 (b) and (c), 3142.2, 3130, and 3132.1 (a))
Supplemental Volumetric Examination performed identifying no change in structural
characteristics from previous Volumetric exams of all nozzles performed in 2006 and 2013.

No degradation was identified that could compromise structural integrity.

47

Significant boron and rust bloom

Unable to visually confirm no nozzle leakage (3142.1 (b) and (c), 3142.2, 3130, and 3132.1 (a))
Supplemental Volumetric Examination performed identifying no change in structural
characteristics from previous Volumetric exams of all nozzles performed in 2006 and 2013.

No degradation was identified that could compromise structural integrity.

48

Slight/minor amount of dry particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preciude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

49

Slight/minor amount of dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

50

Slight/minor amount of dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

51

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

52

Dry Loose particulate on UH side

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

53

Dry loose particulate on UH side of penetration

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Dry rust colored boron at nozzle to head interface

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

Dry particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.




57

Dry particulate on UH side. Annulus clear

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

58

Boron accumulation on nozzle. Some discoloration.

Unable to visually confirm no nozzle leakage (3142.1 (b) and (c). 3142.2, 3130, and 3132.1 (a))
Supplemental Volumetric Examination performed identifying no change in structural
characteristics from previous Volumetric exams of all nozzles performed in 2006 and 2013.

No degradation was identified that could compromise structural integrity.

59

Boron accumulation (loose particulate and hard caked boron) on UH side of
penetration. Rust on DH (Down-Hill) side.

Unable to visually confirm no nozzle leakage (3142.1 (b) and (c), 3142.2, 3130, and 3132.1 (a))
Supplemental Volumetric Examination performed identifying no change in structural
characteristics from previous Volumetric exams of all nozzles performed in 2006 and 2013.

No degradation was identified that could compromise structural integrity.

60

Very slight/minor dry particulate on UH side of penetration

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

61

Slight/minor amount of loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

62

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

63

Dry rust colored boron cake on 90 side of nozzle - Dry loose particulate on UH
side of nozzle

Unable to visually confirm no nozzle leakage (3142.1 (b) and (c), 3142.2, 3130, and 3132.1 (a))
Supplemental Volumetric Examination performed identifying no change in structural
characteristics from previous Volumetric exams of all nozzles performed in 2006 and 2013.

No degradation was identified that could compromise structural integrity.

Dry particulate on UH side of penetration

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

65

Slight/minor amount of dry particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

66

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

67

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.




68

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

69

Boron on head adjacent to penetration

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

70

Significant boron accumulation (loose particulate and hard caked boron) on
nozzle and rust bloom on head

Unable to visually confirm no nozzle leakage (3142.1 (b) and (c), 3142.2, 3130, and 3132.1 (a))
Supplemental Volumetric Examination performed identifying no change in structural
characteristics from previous Volumetric exams of all nozzles performed in 2006 and 2013.

No degradation was identified that could compromise structural integrity.

71

Significant boron accumulation (loose particulate and hard caked boron) and
rust bloom on RPV head

Unable to visually confirm no nozzle leakage (3142.1 (b) and (c), 3142.2, 3130, and 3132.1 (a))
Supplemental Volumetric Examination performed identifying no change in structural
characteristics from previous Volumetric exams of all nozzles performed in 2006 and 2013.

No degradation was identified that could compromise structural integrity.

72

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

73

Slight/minor amount dry loose particulate/rust flakes on UH side of nozzle.

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

74

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

75

Dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

76

Dry loose boron on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.

7

Leak @ canopy seal weld. Dry hard caked boron and rust bloom on head.

Unabile to visually confirm no nozzle leakage (3142.1 (b) and (c), 3142.2, 3130, and 3132.1 (a))
Supplemental Volumetric Examination performed identifying no change in structural
characteristics from previous Volumetric exams of all nozzles performed in 2006 and 2013.

No degradation was identified that could compromise structural integrity.

78

Slight/minor amount dry loose particulate on UH side of nozzle

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.




Vent

Vent X Boron on vent line appears fo have come from above line

Nothing emanating from the annulus region was confirmed.

Leak source - crack in the Canopy Seal weld of Nozzle 77. (3142.1 (1), and 3142.3 (a)
Leak was repaired using a clamp assembly to preclude future degradation.

Structural integrity NOT compromised by the surface rust form of degradation.




Thomas, Fabian

From: Drake, James

Sent: Saturday, September 17, 2016 9:33 PM

To: Werner, Greg; Alley, David; Taylor, Nick

Cc: Anchondo, Isaac; Dodson, Douglas; Thomas, Fabian; Proulx, David; Lyon, Fred
Subject: Fw: Response to questions on Wolf Creek penetration

Here is the reply to the questions we asked the licensee.

Jim

James F. Drake

Email: James.Drake@nrc.gov
Office phone:817-276-6558

From: Muilenburg William T <wimuile@WCNOC.com>
Sent: Friday, September 16, 2016 5:59 PM
To: Drake, James

Subject

Jim,

: [External_Sender] Response to questions on Wolf Creek penetration

Here are the answers | got on your questions last week.

We could have a call with you at either 10 or 11:00 AM on Monday 9/19. Let me know what works for you please and
I'll confirm.

Thanks,
Bill

1

3

How are we verifying the structural integrity of the joint? His interest here is increased by the size of this leak.
No verification of the structural integrity of the joint is required. Westinghouse has calculated that the
maximum leakage flow for one canopy seal is about 3.5 gpm. The observed leakage was less than the maximum
value. The design of the mechanical connection is that the canopy seal weld is a specially designed seal
between the housing (i.e. Control Rod Drive Mechanism (CRDM), head adapter plug or CET) and the reactor
vessel head adapter flange. The sole function of the canopy seal and seal weld is to provide RSC leakage control.
The threaded connection between the adapter flange and the housing, independent of the canopy seal,
provides the structural integrity for the pressure boundary items of the connection under all service loadings.
With the failed seal weld, the leakage does not affect the threaded connection since the mechanical connection
is pressurized by the RCS and leakage past the threads is not a failure of the pressure boundary. With the RCS at
normal operating temperature and pressure, water in and around the threads are essentially at the same
pressure as the RCS and the leakage from the failed weld flashes to steam once beyond the outer surface of the
canopy seal (or across the flaw). In this condition, the water does not flash to steam until the failed surface or
beyond so there is no steam cutting of the threads. Therefore, no impact on the structural integrity of the joint
will occur.

What is our plan to repair the penetration?

Install a canopy seal clamp on the leaking penetration.

If we intend to use the canopy seal clamp again, what is our basis and code that we intend to apply?

1



The CRDM Seal Clamp Assembly is analyzed to ASME B&PV Code, Section IlI, Division 1, 1986 Edition (No
addenda). The Design Specification for the CRDM Seal Clamp Assembly is certified to ASME B&PV Code, Section
I1l, Division 1, 1971 Ed. up to and including the Winter 1972 Addenda and the 1974 Ed. The Design Report for the
CRDM Seal Clamp Assembly is certified to ASME B&PV Code, Section Ill, Division 1, 1986 Edition (No addenda).
Comment on Head Inspection. Jim urged us to use a forensic approach to examining and cleaning the head. He
indicated that Ft. Calhoun had had a similar problem and through power washing the head destroyed any
evidence that could have contributed to analysis of the defect. Mark Barraclough is aware of the need for this
as he is considering the impact on his programmatic inspections.



From: Drake, lames

To: Anchondo, [saac

Subject: FW: Message from R4-KM554-C-2107
Date: Monday, September 12, 2016 11:22:31 AM
Attachments: SR4-KM554-C16091210150.pdf

From: rdscan@nrc.gov [mailto:rdscan@nrc.gov|
Sent: Monday, September 12, 2016 12:17 PM
To: Drake, James <James.Drake@nrc.gov>
Subject: Message from R4-KM554-C-2107

2-page attachment withheld in full under
ex 4.
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TABLE 2 — Reference Drawings

M-709-00117

Penetrations HOUSING WCNOC ABB CE
TYPE DRAWINGS (WESTINGHOUSE)
DRAWING

Active CRDM, | Active M-709-00113/ E-CSCA-156-004

Capped Latch CRDM 114/115/116 E-CSCA-156-009

Sheets 1, 2 and 3

M-709-00081 DWG # removed

M-709-00082 DWG # removed
Spare CRDM, Spare CRDM M-709-00073 E-CSCA-156-001, Shl
Capped CET, M-709-00073A E-CSCA-156-001, Shl
RVLIS M-709-00074 E-CSCA-156-001, Sh2
M-709-00074 A E-CSCA-156-001, Sh2
M-709-00111 E-CSCA-154-013, Shl
CET CET M-709-00079 E-CSCA-156-002, Sh1
M-709-00080 E-CSCA-156-002, Sh2

2.0 SPECIFICATIONS and QUALIFICATIONS

The CSCA are designed and fabricated in accordance with the requirements of ASME
Code, Section III, Subsection NB (Class 1), 1986 Edition, no addenda. ABB CE
(Westinghouse) has provided the ASME Code Section X1 reconciliation for the
CSCA to the original construction Code of 1971 Edition with Winter 1972 Addenda.
The Code reconciliation is provided as Appendix C/Addenda A in the ABB CE
(Westinghouse) Design Report (M-709-00089). The CRDM’s are designed to the
Code year of 1974 Edition through Winter 1974 Addenda (M-709-00049 Pressure
Boundary Summary Report). Reconciliation to the 1971 through Winter 1972
Addenda Code is appropriate because the ABB CE analysis did not requalify the
CRDM pressure boundary.

ABB CE (Westinghouse) has performed Loss Of Coolant Accident (LOCA) and
seismic analysis for the Active, Spare, CET, Capped Latch and Capped CRDM
penetrations on the reactor vessel head and has presented the information in Design
Report MISC-ME-DR-023, (M-709-00089). The analysis documents that the
installation of a CSCA on any CRDM nozzle will not result in an overstress condition
and, therefore, the CSCA installation is acceptable.

3.0 INSTALLATION

The CSCA are designed to be installed remotely from above the nozzle housings.
The installation can be accomplished with the reactor vessel head located either in the
reactor head stand or on the reactor vessel.
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M-709-00117

57  M-709-00074A, Long Version Canopy Seal Clamp Assembly.

5.8  M-709-00079, CET Canopy Seal Clamp Assembly.

5.9  M-709-00080, CET Canopy Seal Clamp Assembly.

5.10 M-709-00081, Canopy Seal Clamp Assembly & Details Active CRDM.

5.11 M-709-00082, Canopy Seal Clamp Assembly & Details Active CRDM.

5.12 M-709-00089, “Design Report, Spare Capped, CET and Active CRDM
Nozzles Including Seal Clamp Assemblies for Wolf Creek and Callaway
Nuclear Power Plants” ABB CE document No. MISC-ME-DR-023, Rev. 00.

5.13 MCM BB-006, Installation And Removal For Spare Penetration Canopy Seal
Clamp (CSCA) And Dummy Can Assemblies.

5.14 MCM BB-007, Installation And Removal For An Active Penetration Canopy
Seal Clamp (CSCA) And Dummy Can Assemblies.

5.15 BB-$-018, ASME Code Design Stress Report for Wolf Creek Power Plant
Reactor Vessel (RBBO1).

5.16 Correspondence letter #15-00350, Westinghouse LTR-ME-08-19 Rev. 0,
CSCA Torque Check Elimination Justification.

5.17 Calculation 0720517.01-C-001, WCGS Simplified Head Assembly (SHA)
Drop Analysis
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From: Anchondo, Isaac

To: Collins, lay
Subject: FW: WC Call - Item of Note
Date: Wednesday, October 12, 2016 8:28:00 AM

FY|—He's Ron's response. He took about 20 of them so there are others but | picked the
ones showing the masked cavity and/or “relevant indications.”

From: Kopriva, Ron

Sent: Wednesday, October 12, 2016 8:21 AM
To: Anchondo, Isaac <lsaac.Anchondo@nrc.gov>
Subject: RE: WC Call - Item of Note

Isaac,

Those are the pictures | took on Saturday. Those were taken after the insulation was
removed from the head and some moderate (light — non-intrusive) cleaning performed.

Ron

From: Anchondo, Isaac

Sent: Wednesday, October 12, 2016 8:00 AM

To: Collins, Jay <Jay.Collins@nrc.gov>

Cc: Kopriva, Ron <Ron.Kopriva@nrec.gov>; Drake, James <lames.Drake@nrc.gov>
Subject: RE: WC Call - Item of Note

Jay,

Assuming that you got those pictures from WC or us, | will say yes, those pictures are from
this outage. | am attaching some additional pictures that | believe were taken after an
attempt to clean the head.

Ron,

Do you know if these pictures were taken after any attempt to clean the head? |
downloaded them from certrec, item 20, “Reactor Head Pictures from 10/8/16."

Thanks,
Isaac

From: Collins, Jay

Sent: Tuesday, October 11, 2016 3:50 PM

To: Anchondo, Isaac <Jsaac.Anchondo@nrc.gov>
Subject: RE: WC Call - Item of Note

Yes.

Hey could you confirm that these are pictures from Wolf Creek this outage?



Jay

From: Anchondo, Isaac

Sent: Tuesday, October 11, 2016 4:43 PM
To: Collins, Jay <Jay.Collins@nrc.gov>
Subject: RE: WC Call - Item of Note

Strictly my opinion (not the branch), | think that if we hold them to the same cleaning
limitations as FCS, there doesn’t seem to be a way for Cooper to clean it without having
“relevant indications” left in place. But isn't this the reason they are performing the
volumetric examinations?

From: Collins, Jay
Sent: Tuesday, October 11, 2016 3:35 PM

To: Anchondo, Isaac <|saac Anchondo@nrc.gov>
Subject: RE: WC Call - Item of Note

Well | have some pictures, in my mind from the discussion on the phone call, there is some
areas of significant masking. The cleanliness that we got at Fort Calhoun seems like it
would be difficult, without their power washing.

From: Anchondo, Isaac

Sent: Tuesday, October 11, 2016 4:20 PM
To: Collins, Jay <lay.Collins@nrc.gov>
Subject: RE: WC Call - Item of Note

I'm not the inspector on-site. Would you like me to ask Ron Kopriva to give you a call
sometime tomorrow?

Isaac

From: Collins, lay

Sent: Tuesday, October 11, 2016 3:16 PM

To: Anchondo, Isaac <lsaac. Anchondo@nrc.gov>; Tsao, John <John.Tsao@nrc.gov>
Subject: RE: WC Call - Item of Note

They are ones that they would have to perform the inspection on. The volumetric leak path
is performed on the nozzle above the weld. The limitation to inspection coverage is below
the weld. Therefore, not a specific concern for these locations.

| would very much appreciate your impression of the cleanliness of that head though. Any
thoughts, or perhaps a conversation tomorrow sometime, would be useful.

Jay

From: Anchondo, Isaac



Sent: Tuesday, October 11, 2016 4:.01 PM
To: Tsao, John <John.Tsao@nrc.gov>; Collins, Jay <Jay.Collins@nrc.gov>
Subject: WC Call - Item of Note

Greetings,

| was just thinking, what happens if Nozzle 77 & 78 are included in the nozzles to be
UT/Leakpath given that they are also requesting relief from the examination volume for
those two penetrations?

| just wanted to point that out as food for thought since we didn't ask them on the call.

Thanks,

o S
(W v ///'// //f'/

Reactor [nspector

U.S. Nuclear Regulatory Commission | Region 1V
Division of Reactor Safety | Engineering Branch 2
(817) 200-1152
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History of BB-006 results shortly around the 9/2/16 time frame and associated log entries: “’.J S2lR) 57":)

EermdaT70N

Date/Time

Log Entry

9-1-16/01:09

STS BB-006 results are:

.043 gpm Total Identified Leakage,

.182 gpm Total Unidentified Leakage and
188 gpm Total T/S Identified Leakage.

9-1-16/02:40

STS BB-006 results are:

023 gpm Total Identified Leakage,

.188 gpm Total Unidentified Leakage and
.168 gpm Total T/S Identified Leakage.

9-1-16/15:50

| am adding a shift manager concern for elevated RCS leakage until the
ODMI is updated or a new ODMI is created with new action levels including
plant shutdown criteria.

9-1-16/19:40

STS BB-006 results are:

0.040 gpm Total Identified Leakage,

0.542 gpm Total Unidentified Leakage and
0.185 gpm Total T/S Identified Leakage.
NCP 96 gpm letdown, 2.0 hours

9-2-16/00:00

Continued the Watch Mode: 1, 3559.8 MWt, 1237.3 MWe.

Major Equipment Problems: Continuing attempts to locate and isolate
sources of RCS leakage. Current leak rate is calculated at approximately
0.608 gpm.

Major Tech Spec Action Statements in effect: None

9-2-16/00:22

STS BB-006 results are:

0.040 gpm Total Identified Leakage,

0.633 gpm Total Unidentified Leakage and
0.185 gpm Total T/S Identified Leakage.
NCP 96 gpm letdown, 2.0 hours

9-2-16/01:49

Using SYS BG-208, EXCESS LETDOWN OPERATION, to flush Excess Letdown
system piping to the PRT through the 'B'-Train valves.

9-2-16/01:55

Excess Letdown flow to the PRT |AW SYS BG-208 has been secured.

9-2-16/02:01

Initiated Excess Letdown flow to the VCT IAW SYS BG-208 using the 'B'-Train
valves.

9-2-16/02:17

Normal Letdown has been isolated IAW SYS BG-310. Charging has been
reduced to charge to the seals only.

9-2-16/02:30

Commenced STS BB-006 "RCS WATER INVENTORY BALANCE USING THE
NPIS COMPUTER",

9-2-16/04:08

#¥¥¥Entered Tech. Spec. 3.4.13~**** Complying with Condition A.
Equipment taken out of service: STS BB-006 indicates RCS leak rate in
excess of 1.0 gpm. Reduce leakage to within limits within 4 hours. This
entry was unplanned. The current Risk Assessment was reviewed. Current
risk management actions are appropriate for the current conditions. No
additional actions are needed.

STS BB-006 results are:

0.051 gpm Total Identified Leakage,




1.358 gpm Total Unidentified Leakage and
0.196 gpm Total T/S Identified Leakage.
Charging to seals, excess letdown

9-2-16/04:14 Commenced OFN BB-007 "RCS LEAKAGE HIGH", due to Un-Identified RCS
calculated leak rate exceeding the T.S. 3.4.13 limit of 1GPM.
9-2-16/04:29 Commenced STN EJ-002 "CONTAINMENT INSPECTION".
9-2-16/04:48 System Operations-Generation, Larry, called for an update on our RCS
leakage issue. |informed him that as of 04:08 we were in the Tech Spec
and if we do not locate and isolate the leakage we will he commencing
down-power of the unit at approximately 07:30-08:00.
9-2-16/05:04 Restored Normal CVCS Letdown to service at ~120 gpm letdown flow and
restored normal charging.
9-2-16/05:08 Excess Letdown flow has been isolated.
9-2-16/05:51 Took initial data for confirmatory STS BB-006 following restoration of
normal charging/letdown and isolation of Excess Letdown. Personnel
remain in Containment attempting to locate/isolate any source of leakage.
9-2-16/06:52 STS BB-006 results are:
0.043 gpm Total Identified Leakage,
0.521 gpm Total Unidentified Leakage and
0.188 gpm Total T/S Identified Leakage.
NCP 120 gpm letdown, 61 minutes
9-2-16/08:06 ***¥Entered Tech. Spec. 3.4.13~**** Complying with Condition B.1.
Equipment taken out of service: Unidentified leakage is greater than 1 gpm.
Be in Mode 3 in 6 hours. This entry was unplanned. The current Risk
Assessment was reviewed. Current risk management actions are
appropriate for the current conditions. No additional actions are needed.
**#*Entered Tech. Spec. 3.4.13~**** Complying with Condition B.2.
Equipment taken out of service: Unidentified leakage has exceeded 1 gpm.
Be in mode 5 in 36 hours. This entry was unplanned. The current Risk
Assessment was reviewed. Current risk management actions are
appropriate for the current conditions. No additional actions are needed.
9-2-16/11:58 RX trip.
Unit is in MODE 3.
9-2-16/14:09 STS BB-006 results are:
042 gpm Total Identified Leakage,
592 gpm Total Unidentified Leakage and
187 gpm Total T/S Identified Leakage.
NCP, 125Itdn, 1hr 1min
9-2-16/15:09 STS BB-006 results are:
.043 gpm Total Identified Leakage,
614 gpm Total Unidentified Leakage and
.188 gpm Total T/S Identified Leakage.
NCP, 125 gpm Itdn, 1 hr, confirmatory
9-2-16/15:46 Placed excess letdown in service 'B' train valves iaw SYS BG-208.
9-2-16/15:48 Secured normal letdown iaw SYS BG-310 and reduced charging to the seals

only.




9-2-16/15:51

Commenced STS BB-006 "RCS WATER INVENTORY BALANCE USING THE
NPIS COMPUTER". This is with excess letdown in service 'B' train valves.

9-2-16/17:03

STS BB-006 results are:

.039 gpm Total Identified Leakage,

1,502 gpm Total Unidentified Leakage and
.184 gpm Total T/S Identified Leakage.
NCP, Excess letdown, 1 hr

9-2-16/17:35

Placed normal letdown in service at 120 gpm letdown iaw SYS BG-120.
Secured excess letdown iaw SYS BG-208.

9-2-16/17:37

Commenced STS BB-006 "RCS WATER INVENTORY BALANCE USING THE
NPIS COMPUTER". This is with normal letdown in service,

9-2-16/16:02

Informed by chemistry that there is no activity on the 'A' and ‘B' CCW
samples taken earlier today.

9-2-16/17:40

Completed STS BB-006 "RCS WATER INVENTORY BALANCE USING THE NPIS
COMPUTER" SAT. Performing confirmatory STS BB-006 with normal
letdown in service.

9-2-16/18:43

STS BB-006 results are:

.034 gpm Total Identified Leakage,

.598 gpm Total Unidentified Leakage and
.179 gpm Total T/S Identified Leakage.
NCP, 125gpm ltdn, 1 hr

9-2-16/19:43

STS BB-006 results are:

0.080 gpm Total Identified Leakage,
0.648 gpm Total Unidentified Leakage and
0.225 gpm Total T/S Identified Leakage.
NCP, 126gpm L/D, 1hr

9-2-16/23:32

Placed the Excess Letdown system in service to the VCT IAW SYS BG-208 to
support system walk-down to identify any potential leaks.

9-2-16/23:42

Normal Letdown flow has been isolated IAW SYS BG-310.

9-3-16/03:45

*xxxfxited Tech. Spec. 3.4.13~**** Condition A.

*¥*xxExited Tech. Spec. 3.4.13~**** Condition B.1.

****Exited Tech. Spec. 3.4.13~**** Condition B.2,

Emergent Work update: RBBO1 Penetration #77 canopy seal has been
identified as the source of increased RCS leakage. This seal weld leak is not
considered RCS pressure boundary leakage. The RCS is operable but
degraded. 10D contained within CR#106876. Preparations for an orderly
entry into Mode 5 will continue to support repairs.

9-3-16/08:37

Secured Steam Generator Blowdown system IAW SYS BM-320. (possible
additional condensed water source in containment)

9-4-16/01:59

Secured Excess Letdown and Placed Normal Letdown inservice at 120 gpm.

9-4-16/16:00

STS BB-006 results are:

0.027 gpm Total Identified Leakage,

0.576 gpm Total Unidentified Leakage and
0.172 gpm Total T/S Identified Leakage.
NCP, 126 gpm letdown, 1 hr

9-4-16/16:16

Upon entry to containment the leak on the head appears to be consistent




with the video shot at a prior entry. My viewing angle was not the same and
| was unable to quantify the leak, but it appears to be constant and not
increasing.

9-4-16/17:00

STS BB-006 results are:

0.062 gpm Total Identified Leakage,

0.603 gpm Total Unidentified Leakage and
0.207 gpm Total T/S Identified Leakage.
NCP, 126 gpm letdown, 1hr (confirmatory)

9-4-16/18:13

NRC Resident Called for the following information:

GTREOD31 Particulate 3.64 E-10 uC/m|

GTREO031 lodine 5.94 E-11 uC/ml

GTREOD31 Gas 1.69 E-06 uC/ml

GTREOQ32 Particulate 2.69 E-10 uC/ml

GTRE0032 lodine 2.61 E-11 uC/ml

GTREQQ32 Gas 5.66 E-06 uC/ml

Also reported the last STS BB-006 (Reference 1700 Entry)

The resident informed me that they we be calling twice a day for this
information until we have cooled down.

9-5-16/03:56

STS BB-006 results are:

0.048 gpm Total Identified Leakage,

0.644 gpm Total Unidentified Leakage and
0.193 gpm Total T/S Identified Leakage.
NCP 125 gpm Ltdn 2 hrs.

9-5-16/04:56

STS BB-006 results are:

0.076 gpm Total Identified Leakage,

0.581 gpm Total Unidentified Leakage and
0.221 gpm Total T/S Identified Leakage.
NCP 125 gpm Ltdn 1 hr.

9-5-16/05:00

Upon entry to Containment the leak on the head appears to be consistent
with the video shot at a prior entry. My viewing angle was not the same
and | was unable to quantify the leak, but it appears to be constant and not
increasing.

9—5-16/05:20

CTMT atmosphere rad monitors GTRE31 and GTRE32 particulate channels
are reading in the 10E-16 uCi/ml range however prior to the filter paper
change they were reading 8 and 7 E-10 uCi/ml for particulate respectively
and | expect them to return to that range in the next few hours.,

lodine and gas channels are reading in uCi/ml:

GTRE31 lodine- 1.6E-10

GTRE32 lodine- 1.2E-10

GTRE31 Gas- 1.5E-6

GTRE32 Gas- 6.1E-6

9-5-16/07:28

NRC Resident Called for the following information:
GTREOO31 Particulate 5.89 E-10 uC/ml

GTRE0031 lodine 1.58 E-10 uC/ml

GTREO031 Gas 1.45 E-06 uC/ml

GTREO032 Particulate 6.44 E-16 uC/ml

GTREQ032 lodine 1.15 E-10 uC/ml




GTREQ032 Gas 5.88 E-06 uC/ml
Also reported the last STS BB-006 (Reference 0456 Entry)

9-5-16/09:41

STS BB-006 results are:

.035 gpm Total Identified Leakage,

604 gpm Total Unidentified Leakage and
.180 gpm Total T/S Identified Leakage.
NCP, 125 Itdn, 1 hour

9-5-16/10:41

STS BB-006 results are:

.025 gpm Total Identified Leakage,

675 gpm Total Unidentified Leakage and
,170 gpm Total T/S Identified Leakage.
NCP, 125gpm ltdn, 1 hour

9-5-16/16:38

Commenced RCS depressurization to 1875 PSIG, IAW GEN 00-006.

9-5-16/17:08

Commenced cooldown to 545 Degrees, IAW GEN 00-006.

9-5-16/17:22

Secure RCS depressurization IAW GEN 00-006,

9-5-16/17:43

Secured RCS Cooldown, IAW GEN 00-006.

9-5-16/17:51

NRC Resident Called for the following information:
GTREOO31 Particulate 6.20 E-10 uC/ml

GTRED031 lodine 1.20 E-4 uC/ml

GTREO0O31 Gas 1.56 E-06 uC/ml

GTREOO032 Particulate 5.50 E-10 uC/ml

GTREQO32 lodine 7.26 E-04 uC/ml

GTREQ032 Gas 6.16 E-06 uC/ml

Also reported the last STS BB-006 (Reference 1135 Entry)

9-5-16/18:35

RCS Leak at the canopy seal weld appears to be less now with lower RCS
pressure. This is based on visual observation of the leak compared with the
initial video and descriptions from earlier observers.

9-6-16/03:21

STS BB-006 results are:

0.042 gpm Total Identified Leakage,

0.552 gpm Total Unidentified Leakage and
0.187 gpm Total T/S Identified Leakage.
NCP, 86 gpm letdown, 1 hr.

9-6-16/03:47

Reports from the field indicate the spray plume from the leaking canopy
seal is noticeably smaller today when compared to this time yesterday. This
is to be expected since RCS pressure is 360 psig lower today than it was
yesterday.

9-6-16/04:30

STS BB-006 results are:

0.040 gpm Total Identified Leakage,

0.504 gpm Total Unidentified Leakage and
0.185 gpm Total T/S Identified Leakage.
NCP, 86 gpm letdown, 1 hr,

9-6-16/13:02

Investigated the spray plume from the leaking canopy seal. The plume is
noticeably smaller today when compared to the video of the plume located
on the "K" drive. This was my initial inspection of the leak / plume.

9-6-16/13:15

Current CTMT RAD monitor readings:
GTREOO31 Particulate 7.06 E-11 uC/ml
GTRE0O031 lodine 2.63 E-10 uC/ml




GTRE0031 Gas 1.60 E-06 uC/mi
GTREQ032 Particulate 5.77 E-11 uC/ml
GTREO032 lodine 2.60 E-10 uC/ml
GTRE0032 Gas 6.78 E-06 uC/ml

9-6-16/13:33 STS BB-006 results are:

0.036 gpm Total Identified Leakage,
0.490 gpm Total Unidentified Leakage and
0.181 gpm Total T/S Identified Leakage.
NCP 85 letdown, 85 min

9-6-16/14:45 Current CTMT RAD monitor readings:
GTRED031 Particulate 2.64 E-10 uC/ml
GTREQQ31 lodine 7.55 E-11 uC/ml
GTREQO31 Gas 1.66 E-06 uC/ml
GTREQQ32 Particulate 6.25 E-10 uC/ml
GTREQO032 lodine 3.56 E-10 uC/ml
GTRE0032 Gas 6.91 E-06 uC/ml

9-6-16/15:11 STS BB-006 results are:

0.033 gpm Total Identified Leakage,

0.421 gpm Total Unidentified Leakage and
0.178 gpm Total T/S Identified Leakage.
NCP 85 Letdown, 60 min

9-6-16/21:40 STS BB-006 results are:

0.031 gpm Total ldentified Leakage,
0.510 gpm Total Unidentified Leakage and
0.176 gpm Total T/S Identified Leakage.
NCP, 85 gpm letdown, 1.5 hr test duration

9-6-16/22:29 Current CTMT RAD monitor readings:
GTREQO031 Particulate 2.04 E-10 uC/ml
GTREQ031 lodine 7.98 E-11 uC/ml
GTREQ031 Gas 1.59 E-06 uC/ml
GTRE0032 Particulate 2.27 E-10 uC/mi
GTREQ032 lodine 5.44 E-11 uC/ml
GTREQ032 Gas 7.66 E-06 uC/ml

9-6-15/22:40 STS BB-006 results are:

0.031 gpm Total Identified Leakage,

0.395 gpm Total Unidentified Leakage and
0.176 gpm Total T/S Identified Leakage.
NCP, 85 gpm letdown, 1 Hr duration

9-7-16/00:29 Increased Letdown flow to 120 GPM.

9-7-16/00:41 Commenced RCS Cooldown per GEN 00-006

Note- no additional BB-006 performed due to changing plant conditions,
and exiting mode of applicability
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ODM DOCUMENTATION FORM
‘Section I - Identification of the Decision (6.2.1)

ODM Index #2015--07, Rev. 0 Reason for Revision: n/a

Date 05/27/15 CR # 96542/ 97350 obMl 1 [ 2 ¥
ODMI 1 issues must be reviewed by the PSRC upon approval.

EQUIPMENT RELIABILITY ISSUE  YES [] NO[ IF “YES”, THEN this ODM must be reviewed by the Plant
Health Committee upon approval.

Clearly state the Problem/Scope/Purpose of Plan: Starting 5/21/15, the control room began receiving Activity spikes on
containment radiation monitors GTRE 31 and GTRE 32 particulate channels; all actions required by the

ALR are being pertformed in the control room. Chemistry has been notified and filter changes have been performed.
Local chemistry results for activity were Na(1.0e-11) and Co-58(1.0e-13), both of which are below the alarm set point.
Per a discussion with Chemistry normal activity level in the RCS for Na is 2.3e-3 and Co-58 is 7e-5. A walk down of

containment was performed

Response: The RCS is leaking at a rate too small to be reflected on RCS leak rate data (STS BB-006), but has been detected by
Ichemistry analysis of Rad Monitor filters.

Section II - Formation of the Evaluation Team (6.2.2)

Evaluation Team Lead:  Ron Sims Sponsor: James Edwards
Team Member Expertise

Ron Sims Operations SRO

Grant Bussard Engineering

Chad Carman Chemistry

Bart Crow and Bill Ketchum Engineering

Section III — Define Challenges and Evaluate Alternatives (6.2.3)

Specify operational challenges, potential consequences and changing conditions which may prompt additional actions:

RCS leak rate limit is limited by Tech Spec 3.4.13.

Response: A containment entry ocurred on 5/21/15 and again on 5/26/15. Accessible areas were visually inspected. A focused
inspection was done in the area near the radiation monitors intake. No leakage was found. The leak therefore remains unidentified,
with a Tech Spec limit of 1 gpm.

If the leak increases to greater than 1 gpm unidentified, a plant shutdown will be required. | |

List alternative solutions Discuss Advamages Discuss Disadvamaares

Continue operation and inspect for leak if | No loss of generation. RCS leak continues.
the plant enters a forced outage.
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Possible substantial boron buildup on
nearby equipment.

Shutdown and investigate for leak. Leak becomes identified, and Loss of generation.
possibly isolable or repaired.
Leak may be too small to identify.

Perform thorough OE search to determine Utilizes past experience. Troubleshooting effort may still not find
optimal troubleshooting effort based on Maximizes efforts to determine the source of the leak.

industry experience with similar small leak location with minimal costs. RCS leak continues until found.

leaks.

Possible substantial boron buildup on
nearby equipment,
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Section IV — Decision Documentation (6.2.4)

Page 3 of 6

Summarize Decision and basis: The indications from radiation monitors is very similar to the issue noted earlier this
year. However, in that case the ODMI recommendation was to continue plant operation, monitor the leakage and
perform containment walk downs inspecting for leakage once the plant shutdown for RF20. Now the plant has just
completed the refueling outage. Monitoring for the remainder of the cycle could permit significant boron buildup even

with a very small leak.

Response: Research actions taken by other plants with very small leaks that have not been detected during initial plant walkdowns,
Ensure an inspection and possible repair is scoped into the forced outage schedule. Develop an Evidence and Action Matrix to
develop a detailed troubleshooting plan to determine the leak location and leak repair plan.

Section V- Implementation Plan (6.2.5) (Pending actions will be tracked as CAP actions under CR listed in

Section I.)

ACTION ITEM

OWNER

DUE DATE

STATUS

COMMENTS

1. Develop matrix of
possible leak locations.

Bussard

5/28/15

A list was developed
in February for the
previous ODMI.

Action is complete. List
will be sent to tcam
members.

2. Perform a thorough
OE search of industry

very small RCS leaks,

experience of looking for

Crow

6/18/15

Complete

All plants struggle with
very small leaks. No
information was gained

3. Develop an Evidence
and Action Matrix to
assist in development of
tracking of a
troubleshooting plan.
Plan should evaluate use

inside the bioshield.

of robotics for inspections

Bussard/ODMI team

6/18/15

Complete

E&A Matrix completed.

4. Monitor radiation
monitor filter activity
weekly to determine any
activity information that
may assist in determining
leak location. Ensure

collection. Also include
follow-up counts of 14
and 21 days after the
initial 7 day count. Once
enough data is available
determine a two sigma,
standard deviation value
for the data.

longer counts than normal
are used to maximize data

Chemistry (Carman)

5/31/15 and weekly
thereafter.

Complete

Initial actions complete.
Additional actions are
on-going,

5. Continue to monitor
unidentified leak rate
(ULR) values looking for
an increasing trend.

Bussard/Parks

Perform Biweekly

Current ULR data
does not show any
kind of trend.

Initial actions complete.
Additional actions are
on-going.
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radiation monitoring
spiking can be
eliminated to reduce
control room nuisance
a