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Sent: Thursday, May 09, 2013 3:45 PM

To: Uselding, Lara

Cc: Allen, Don; Dricks, Victor; Kennedy, Kriss; Scott, Michael; Blount, Tom; Azua, Ray
Subject: ANO AIT Public Meeting Notes

Attachments: ANO AIT Script for Miller.docx; AIT_pres_ANO.ppt

Lara,

Victor asked me to forward you. the attached speaking notes from the meeting today. | may not have used
these exact words, but | stuck pretty close to the script. | also attached the final version of the slides, though |
don't think they changed from the last one | sent out.

There were about 150 people present, including the family of the deceased (and their lawyer). Most of the rest
were plant employees, with a couple newspapers and a TV camera (Victor gave an interview with them). The
presentation lasted about 25 minutes, and there were only a few questions afterwards. Overall, | was
surprised at how short it was — I'm hoping that was because we were effective at getting our message out
(guess we'll know when the newspapers come out).

Please let me know if you have questions. I'll be back in the office on Monday.

Thank you,

Geoff
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ANO AIT Script for Miller
SUMMARY

A. Opening Remarks

1.
2.
3.

Why we're here
Why an AIT warranted
What is an AIT?

4. Logistics of the CAT-1 Meeting (agenda, feedback forms, public participation)

B. Summary of Inspection Results

1.

2.

SYNOPSIS OF EVENT
AIT ACCOMPLISHED ITS PURPOSE

REACTOR PLANT SAFETY SYSTEMS RESPONDED AS DESIGNED TO THE LOSS
OF OFFSITE POWER AND UNIT 2 REACTOR TRIP

LICENSEE TOOK APPROPRIATE ACTIONS TO RECOVER PLANT EQUIPMENT ON
UNITS 1 AND 2 AND HAS INITIATED AN EXTENSIVE CAUSE EVALUATION EFFORT

NRC RESPONDED PROMPTLY AND CONTINUES TO INSPECT
SUMMARY OF INSPECTION AND TEN UNRESOLVED ITEMS

FOLLOW-UP INSPECTION TEAM WILL REVIEW THE SIGNIFICANCE OF THESE
URIs AND DETERMINE ANY ENFORCEMENT ACTION WARRANTED

C. Questions/Remarks from Arkansas Nuclear One

D. Concluding Remarks by Kennedy




B. Summary of Inspection Results
DETAILS

OPENING REMARKS

GOOD AFTERNOON. MY NAME IS GEOFFREY MILLER. I'M WiTH THE NUCLEAR REGULATORY
COoMMISSION, AND | AM THE TEAM LEAD FOR THE RECENTLY COMPLETED AUGMENTED INSPECTION
AT ARKANSAS NUCLEAR ONE. I'D LIKE TO START BY OFFERING SINCERE CONDOLENCES TO THE
FAMILY AND FRIENDS OF THOSE WHO INJURED OR KILLED BY THE EVENT ON MARCH 31. WE
RECOGNIZE THAT THIS EVENT HAD A SIGNIFICANT EMOTIONAL IMPACT ON THE PLANT AND
SURROUNDING COMMUNITY, AND THAT THERE IS UNDERSTANDABLY A GREAT DEAL OF INTEREST IN
THE CAUSES THAT LED TO THE EVENT. THE CAUSES OF THE INDUSTRIAL ACCIDENT ARE THE SUBJECT
OF AN ONGOING INVESTIGATION BY THE OCCUPATIONAL SAFETY AND HEALTH ADMINISTRATION
(OSHA). OUR MEETING TODAY WILL NOT INCLUDE A DISCUSSION OF THE CAUSES. OUR INSPECTION
FOCUSED ON THE EFFECTS THE EVENT HAD ON THE NUCLEAR PLANTS AT THE STATION AND THE
STEPS TAKEN BY OPERATORS IN RESPONSE TO PROTECT THE PUBLIC HEALTH AND SAFETY.

WE'RE MEETING TODAY WITH ENTERGY OPERATIONS TO PROVIDE A STATUS REPORT OF OUR
ONGOING INSPECTION ACTIONS. FOR MEMBERS OF. THE PUBLIC WHO ARE IN ATTENDANCE
- AT THIS MEETING, NRC STAFF WILL BE AVAILABLE TO ANSWER QUESTIONS AND
RECEIVE COMMENTS AFTER THE BUSINESS PORTION OF THE MEETING.

WITH ME HERE TODAY . . .. [INTRODUCE THOSE IN ATTENDANCE INCLUDE VICTOR)
NOW, MR. BROWNING, WOULD YOU LIKE TO INTRODUCE YOUR STAFF?

ONE OTHER ADMINISTRATIVE ITEM: THERE ARE FEEDBACK FORMS AVAILABLE AT THE
BACK TABLE. IN OUR CONTINUING EFFORT TO PROVIDE MORE MEANINGFUL
MEETINGS WITH OUR STAKEHOLDERS, WE WOULD APPRECIATE YOU TAKING THE
TIME TO COMPLETE ONE OF THE FORMS AND RETURN IT TO US. WE WILL USE YOUR
FEEDBACK IN OUR CONTINUING PROCESS TO IMPROVE THE QUALITY OF OUR
INTERACTIONS WITH OUR STAKEHOLDERS.

[REVIEW AGENDA]

SUMMARY OF THE INSPECTION RESULTS

1. AIT ACCOMPLISHED ITS PURPOSE

AUGMENTED INSPECTION TEAMS ARE USED BY THE NRC TO REVIEW MORE SIGNIFICANT EVENTS OR
ISSUES AT NRC-LICENSED FACILITIES. AN AUGMENTED INSPECTION TEAM IS USED WHEN THE NRC
WANTS TO PROMPTLY DIG DEEPLY INTO THE CIRCUMSTANCES SURROUNDING AN OPERATIONAL EVENT
TO MAKE SURE THAT ALL OF THE CIRCUMSTANCES THAT CONTRIBUTED TO THIS EVENT ARE WELL
UNDERSTOOD IN ORDER TO PREVENT A RECURRENCE.

SINCE THIS EVENT INVOLVED MULTIPLE SYSTEM FAILURES, AND BASED ON OUR ESTIMATE OF THE RISK
INCREASE TO THE PLANT CAUSED BY THE EVENT, REGION |V CONCLUDED THAT THE NRC RESPONSE

2



B. Summary of Inspection Results
DETAILS

SHOULD BE AN AUGMENTED INSPECTION TEAM. THE PURPOSE OF TODAY'S MEETING WILL BE TO
PUBLICLY PRESENT THE ITEMS IDENTIFIED BY THE INSPECTION TEAM AS POTENTIAL ISSUES REQUIRING
ADDITIONAL FOLLOW UP INSPECTION.

The NRC assigns full-time inspectors, called “resident inspectors,” to each operating reactor
facility (ID Fred, Abin, William). The resident inspectors conduct daily inspections at ANO and
live in the surrounding community. Should an event occur at the plant, the resident inspectors
provide immediate response capability for the NRC to assess plant conditions and licensee
actions. For this particular event, within one hour of the crane collapse, Fred and Abin were on
site monitoring operator actions and the safety of the reactors.

As | mentioned earlier, the purpose of an augmented inspection for NRC to promptly assess
more significant events and their causes; to gather the facts and identify issues that may be
either performance deficiencies or generic safety issues for the industry. This event resulted in
widespread equipment damage, including a loss of offsite power to a unit in a refueling outage
and a trip and emergency declaration on the operating unit. Considering the equipment impacts
and associated risk to the nuclear plants, an Augmented Inspection Team response was
appropriate.

The five-person inspection team consisted of experts in electrical, fire protection and operations,
and a risk expert, with decades of experience in their disciplines.

The team spent more than a week on site with additional in-office inspection, conducted
interviews and physical inspections in the field, and reviewed system data and event records to
independently identify and understand all the issues that would warrant follow-up inspection.

THIS EVENT IS ALSO THE SUBJECT OF AN ONGOING INVESTIGATION BY THE OCCUPATIONAL SAFETY
AND HEALTH ADMINISTRATION. BOTH NRC AND OSHA HAVE JURISDICTION OVER OCCUPATIONAL
SAFETY AND HEALTH AT NRC-LICENSED FACILITIES. NRC AND OSHA HAVE A MEMORANDUM OF
UNDERSTANDING IN PLACE TO ENSURE A COORDINATED AGENCY EFFORT IN THE PROTECTION OF
WORKERS AND TO AVOID DUPLICATION OF EFFORT. THE OSHA INVESTIGATION IS STILL ONGOING,
WITH THE PRIMARY FOCUS BEING THE SAFETY AND HEALTH OF THE EMPLOYEES AND EMPLOYERS AT
THE FACILITY. THE NRC INSPECTION.THAT IS THE SUBJECT OF TODAY'S MEETING FOCUSED ON THE
IMPACT OF THE MARCH 31 EVENT ON THE EQUIPMENT AND SAFETY SYSTEMS ASSOCIATED WITH THE
TWO NUCLEAR REACTORS AT THE SITE TO ENSURE THE HEALTH AND SAFETY OF THE PUBLIC AND THE
ENVIRONMENT REMAINED PROTECTED FROM RADIOLOGICAL HAZARDS.

2. SYNOPSIS OF EVENT

THE EVENT THAT WAS THE SUBJECT OF THIS AUGMENTED INSPECTION OCCURRED ON MARCH 31
WHEN A TEMPORARY LIFTING R!G BEING USED TO MOVE THE GENERATOR STATOR FROM UNIT 1
COLLAPSED, KILLING ONE PERSON AND INJURING EIGHT OTHERS. UNIT 1 WAS IN A REFUELING
OUTAGE AT THE TIME AND LOST ELECTRICAL POWER FROM OFFSITE DUE TO DAMAGE CAUSED BY THE
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DROPPED STATOR. UNIT 2 WAS OPERATING AT FULL POWER AND AUTOMATICALLY SHUTDOWN WHEN
THE IMPACT OF THE STATOR ON THE TURBINE DECK CAUSED ELECTRICAL BREAKERS TO OPEN,
REMOVING POWER FROM ONE OF FOUR OPERATING REACTOR COOLANT PUMPS. WATER FROM A
RUPTURED FIRE MAIN LATER CAUSED A SHORT CIRCUIT AND SMALL EXPLOSION INSIDE AN ELECTRICAL
BREAKER ON UNIT 2, AND OPERATORS SUBSEQUENTLY DECLARED A NOTICE OF UNUSUAL EVENT
(LOWEST OF FOUR EMERGENCY CLASSIFICATIONS). TERMINATING IT AFTER TAKING CORRECTIVE
ACTIONS TO STABILIZE THE PLANT'S POWER SUPPLIES

Before we get into the specific details of the issues the team identified, 'd like to make a couple
general observations.

3. REACTOR PLANT SAFETY SYSTEMS RESPONDED AS DESIGNED TO THE EVENT

The team determined that after the event occurred, the plant safety systems responded as
designed, that all assumptions in the accident analysis appropriately bounded the event, and no
unanalyzed condition existed. As such, there was no danger to the public health and safety
from radiological hazards.

4. ENTERGY HAS TAKEN APPROPRIATE ACTIONS TO RESTORE PLANT
EQUIPMENT AND HAS INITIATED AN EXTENSIVE ROOT CAUSE EFFORT

To date, the Entergy response following the March 31 event appears appropriate. ANO
installed temporary modifications to restore offsite power to both units, and implemented
compensatory measures for security/fire protection; extensive RCE effort underway. They are
treating this event seriously as they determine causes and establish corrective actions. The
NRC will conduct additional inspection of the cause evaluation effort and the approach ANO will
use in prioritizing and implementing corrective actions. Lots completed, more work to come.

5. SUMMARY OF INSPECTION AND TEN UNRESOLVED ITEMS

The team was chartered by the Region |V Administrator to focus on several specific inspection
areas. I'll summarize the results of each inspection area:

1. Chronology of Significant Events.

We established a detailed Sequence of Events for the dropped stator event through the
restoration of offsite power via temporary modifications. We did not identify any issues
requiring follow-up in this area
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2. Operator Response.

Mutltiple challenges: personnel emergency, reactor trip, LOOP, fire water header break, loss
of spent fuel pool cooling, breaker fault which led to the declaration of an UE. Operator
response appropriately protected the public health and safety.

URI #1: ANO’s Control of a Modification Associated with Temporary Fire Pump

- Temporary fire pump installed to augment the fire system during the outage.

- Stator drop ruptured fire system piping in train bay and vicinity, causing significant
leakage into the train bay. DD pump started as designed to raise system pressure. Operators
shut down the DD pump to stop the leakage, but did not shut down the temporary pump until
some time later. Additional inspection to

3. Unit 1 and 2 Equipment impact.

The team confirmed widespread damage to components within the turbine building
{including fire barriers, fire doors, fire penetrations, fire piping, cardox piping, instrument air
piping, hydrogen piping, flood barriers, electrical cabinets and buswork, ventitation ducting,
structural members.] Licensee assessment of damage is still in progress. A full assessment
will not be possible until debris removal activities are completed. Additional follow up
inspection as debris removal completed and areas become accessible. (UR/ #2: Structural
Impact to Units 1 and Unit 2)

4. Plant Response during the Event.

As | stated earlier, the team concluded the safety-related systems in Units 1 and 2
responded as designed to the loss of offsite power and reactor trip, and that no unanalyzed
conditions occurred as a result of this event. The team identified three items for further
follow up inspection:

URI #3: Control of Steam Generator Nozzle Dams
The nozzle dams are essentially inflatable plugs that are used to allow access to the
inside of the steam generators for inspection during outages. At ANO, air pressure to
maintain the dams in place was provided by two separate electric air compressors.
During the event, both air compressors lost power when offsite power was lost.
Additional follow up inspection needed to review the methods used to provide air
pressure to the nozzle dams.

URI #4: Main Feedwater Regulating Valve Maintenance Practices

- MFRYV stuck partially open during the last U2 scram due to a maintenance error. During
this event, the valve closed, but indicated open due to an indication problem from a
separate maintenance error, complicating operator response to the event. Additional
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follow up inspection to review the valve maintenance. (ref NRC FIN 05000368/2012005,
CR-2-2012-1432)

URI #5: Inadequate Flood Barriers

As discussed earlier, a considerable amount of water leaked into the train bay from a broken
fire main. The water leaked past flood barriers (gaskets in floor plugs) in the turbine building
to the safety related auxiliary building and flowed to the aux building sump. Additional
inspection is needed to determine circumstances that allowed water to get from the turbine
building into the safety-related auxiliary building. '

5. Compensatory Measures.

The team reviewed the adequacy of the licensee’s compensatory measures for damaged
equipment, including security barriers, support systems (equipment cooling) and fire
protection systems. The team concluded the licensee’s compensatory measures were
appropriate and preserved plant safety. One item identified for further inspection associated
with the timeliness of actions to restore water to the fire suppression system: (UR/ #5.
Compensatory Measures for Fire Water System Rupture)

6. Event Classification and Reporting.

The team conducted an independent review of the licensee's actions for event classification
and reporting. The electrical fault on Unit 2 occurred at 9:23 in the morning, and an entry in
the station logs a short time later confirmed water intrusion and the failure of a breaker on
the associated electrical bus. Individuals from the field made several reports to the control
room over the next hour (though none were logged), and operators declared a Notice of
Unusual Event at 10:33 a.m. The Emergency Action Level declaration was based on a
verbal report at approximately 10:20 a.m. of damage to the breaker consistent with a small
explosion. The team concluded the identified Emergency Action Level (HU-4) was
appropriate. However, the team concluded additional inspection was required associated
with whether the emergency declaration was timely based on the information available to
the control room. (URI #6: Timeliness of Emergency Action Level Determination)

7. Heavy Lift Preparations.

The team reviewed the licensee's plans and preparations for the movement of the stator,

including their assessment of risk to the plant and identified an issue for further follow up
inspection associated with the documentation of plant risk management administrative controls
for the move. We identified a second issue for further follow up inspection associated with the
evaluation of the vendor supplied crane per the licensee's material handling program. This
issue will be examined as part of the licensee's root cause evaluation. NRC follow up
inspection will be incorporated with the next charter item
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8. Status of Cause Evaluation Efforts.

The team reviewed the licensee’s initial efforts in establishing a cause evaluation team and
the beginning of the cause evaluation process. The root cause evaluation is still in progress
at this time. We will conduct additional follow up inspection to assess the adequacy of the
licensee's identified causes and corrective actions when completed. (UR/ #9: Causes and
Corrective Actions Associated with March 31, 2013, Dropped Heavy Load Event)

9. Operating Experience.

The team reviewed the licensee's application of operating experience, with specific focus on
control of heavy loads, contractor oversight, and seismic instrumentation. We expect plants
to review events from industry and incorporate lessons learned into their processes. The
team concluded the licensee had appropriately incorporated the insights from industry
operating experience into their corporate programs and implementing procedures. The team
did not identify any issues requiring follow-up in this area

6. FOLLOW-UP INSPECTION TEAM

That amounts to ten items requiring follow-up inspection that will be documented in this report
as Unresolved ltems. The follow-up team will be assembled and dispatched after the details of
the causes and corrective actions for these issues are identified. Their job will be to assess the
significance of these issues and determine if any enforcement actions are appropriate.

[BROWNING]
[KENNEDY]
Closed - Q&A
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NRC Augmented Inspection Team
Exit Meeting

Arkansas Nuclear One

Nuclear Regulatory Commission - Region IV
Russellville, AR
May 9, 2013




Introduction '

Purpose of an AIT
Event Description
Inspection Results
Licensee Response

NRC Closing Remarks‘

Protecting People and the Environment




Augmented Inspection Team

. Fact-finding inSpeCtion

* |dentify issues for follow up inspection

* Ildentify generic safety concerns in a timely

manner

Protecting People and the Environment




March 31 Dropped Stator Event

* Unit 1 RFO Stator Replacement

 Structural Failure of Lifting Rig :
 Loss of Offsite Power to Unit 1

 Unit 2 Reactor Trip

* Partial Power Loss/Breaker Failure on Unit 2
 Notice of Unusual Event

4 _ Protecting People and the Environment



Inspection Results

* Reactor plant safety systems responded as
designed |

* Entergy took appropriate actions to recover
plant equipment on Units 1 and 2 and has
ir;iftiated an extensive root cause evaluation
effort |

* NRC responded promptly and continues to
inspect

S Protecting People and the Environment



Summary of Charter Items

« Event Chronology

 Operator Response

— Control of Temporary Modification

e Equipment Impact

— Structural Impact to Units 1 and 2

Protecting People and the Environment




Summary of Charter Items

'« Plant Response to the Event

— Design Control of Steam Generator Nozzle
Dams |

- —Main Feedwater Regulatmg Valve Maintenance
— Flood Barrier Effectiveness

e Compensatory Measures
— Fire Water Compensatory Actions

 Event Classification and Reporting
— Timeliness of Emergency Declaration

7 Protecting People and the Environment



Summary of Charter Items

o Heavy Llft Preparatlons |
| — Shutdown Reactor Equipment | RISk

— Implementation of Material Control Procedure |

e Status of Cause Evaluation Efforts
— Review of Causes/Corrective Actions

 Operating Experience

 Independent Risk Assessment Data

8 Protecting People and the Environment



Licensee Response and Remarks

9 Protecting People and the Environment




Contacting the NRC

» Report an emergency T

—(301) 816-5100 (call collect) | i
* Report a safety concern

— (800) 695-7403

— Allegation@nrc.gov
 General information or questions

— WWW.Nrc.gov
— Select “What We Do” for Public Affairs

10 Protecting People and the Environment



Electronic Distribution

* To receive a summary of this meeting and begin
receiving other plant-specific e-mail distributions,
subscribe to the Operating Reactor Correspondence ﬁ
electronic distribution via http://www.nrc.gov/public-
involvel/listserver/plants-by-region.html.

 To discontinue receiving electronic distribution, you
may unsubscribe at any time by visiting the same
web address above.

11 Protecting People and the Environment




Latta, Robert
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From: MOSHER, NATALIE B <NMOSHER@entergy.com>
Sent: Thursday, August 22, 2013 9:58 AM
To: Willoughby, Leonard; Melfi, Jim; Latta, Robert
Subject: FW: ANO-1 LER 2013-001-01 Main Generator Stator Temporary Lift Assembly Failure
Attachments: 0CANO081301.pdf

Thought you all would like a copy of the revised LER.

Sent: Thursday, August 22, 2013 8:42 AM
Subject: ANO-1 LER 2013-001-01 Main Generator Stator Temporary Lift Assembly Failure

Outgoing NRC Correspondence

OCANO081301 -- dated 8/22/2013 - Subject: Licensee Event Report 50-313/2013-001-01 -
ANO-1 Main Generator Stator Temporary Lift Assembly Failure
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From: Willoughby, Leonard
Sent: Thursday, September 05, 2013 1:52 PM
To: Loveless, David; Allen, Don
Cc: Latta, Robert
Subject: RE: ONE LAST TIME

| can live with the changes. Let's send it to HQ and tell them we their evalution done and back to us by COB
Oct 4, 2013.

From: Loveless, David

Sent: Thursday, September 05, 2013 10:31 AM

To: Willoughby, Leonard; Allen, Don

Cc: Latta, Robert

Subject: ONE LAST TIME

| added a couple more comments | received. Please take one last look.

Thanks,

e oot st s e
David P. Loveless
Senior Reactor Analyst

(817) 200-1161



Latta, Robert

From: Willoughby, Leonard

Sent: : Thursday, September 26, 2013 1:15 PM
To: Melfi, Jim '

Cc Okonkwo, Nnaerika; Latta, Robert
Subject: RE: AIT Followup Report

Jim,

At this time we are waiting on the SRA evaluation. Did you or Dave come to a conclusion on the recently
discovered geological features of the area that may affect flooding?

Please send me what you have on the SERP package.
Have fun in Chattanooga.

Leonard

From: Melfi, Jim e
Sent: Thursday, September 26, 2013 7:01 AM ’ ~
To: Willoughby, Leonard

Cc: Okonkwo, Nnaerika; Latta, Robert

Subject: AIT Foliowup Report

Leonard

FYI, | will be in training the next 2 weeks in Chattanooga. (Oh Joy!!)

| will still be monitoring email, etc., on the ANO Foliowup report, and will review it when issued.
I have started SERP packages for the issues, but have not gotten very far.

What do you need ffom me for the repart, or what can | assist you with from the region?

JIM
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From: Weerakkody, Sunil

Sent: Tuesday, November 19, 2013 11:47 AM

To: Loveless, David

Cc: Werner, Greg .
Subject: ANO LOOP Cut Set Report - M6-LOOP2 (ET) 2013_11_15 (2).rtf

Attachments: ANO LOOP Cut Set Report - M6-LOOP2 (ET) 2013_11_15 (2).rtf



IRELLLE UNITED STATES
K NUCLEAR REGULATORY COMMISSION

WASHINGTOM, D € 20585.0001

OFFICE OF THE
GENERAL SOUNSEL

April 30, 2013

MEMORANDUM FOR, Reginald W. Mitchell
Assistant for Operations, QEDOQ

FROM: Andrew P. Averoach, Solicitor // p //(/
Office of the General Counsel”; A

RE: “UTIGATION HOLD" ON ALL MATERIALS PERTAINING TO
ACCIDENT RESULTING IN DEATH AT ARKANSAS NUCLEAR ONE

The Office of the General Counsel has been advised that the estate and family of Wade Walters
are iikely to commence lihgation related to the death of Wade Walters following a crane accident
at the Arkansas Nuclear Ong plant on March 31, 2013, We are also advised that a request has
been filad pursuant to the Freedom of Information Act for information pertaining to the NRC's
investigation of this accident, including any investigahon reports, photographs, and inspeclion
reports. Therefore, it is appropriate to implement a °Litigation Hold" on any documents related
to the accident.

The implementation of a Litigation Hold regquires NRC employees to:
1. Preserve any records related to the accident at Arkansas Nuclear One on
March 31, 2013, including any documents generated as nan of the

investigation of that accident; and

2. E-mail the name and contact information of any staff member likely to have
discoverable information to Andrew P. Averbach of QGC.

Preservation Duties:

1 NRC amployees should take measures to preserve any materials relating to the
subject matter of the contemplated litigation. This obligation includes preserving “electronically
tored information” or “ESI " NRC employees must preserve any elecironically stored or written
material, whether final or in draft form, such as memoranda, €-mails, photographs, maps.
diagrams. handwritten notes, databases, lefters. preseniation materials, recordings, microfiim,
scarned pholographs or documents, Working files may be kept in place, but must be identified
on the invenlory and readily retrievable

2. NRC employees may not delete, destroy, overwrite or throw away potentiaily
relevant matenials, including any relevant information in personal files, home computers or
personal e-mail accounts. Even privileged materials must be preserved because a courl may
need to review documents to evaluate claims of privilege,

3. Any office identifying its possession of records subject to thig Litigation Hold
should designate a contact person to facilitate coordinabion. A list of records inventaried should
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be maintained and updated by this contact person. Each office should review inventoried
records for any claims of privilege or for the presence of Safeguards information, proprietary
information, or classified information.

Staff Likely to Have Materials:

OGC is also requesting that the name and contact information of any staff member fikely to
have information relevant to the accident or any associated inspection or investigation be
ermailed tc Andrew P. Averbach of OGC.

Please direct any questions ~ and previde all information - to Andrew Averbach. You may
reach Mr. Averbach at 301-415-1956 or andrew.averbach@nrc.gov.
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Miller, Geoffrey <O T

From: jones, Steve

Sent: Monday, April 29 2013 2,51 PM

To: Miller, Geoffrey

Subject: RE: Preservation of Information Related to Death of Wade Walters at ANO
Geoff,

| recommend using “temporary overhead crane” because the definition of "averhead crane” in ASME B30 2 is:

A crane with a multiple-girder movable bridge carrying a movable or fixed hoisting mechanism and traveling on
an overhead fixed runway structure.

In this case, the moveable bridge was the trolley on which the stand-jack hoists were mounted as a fixed
hoisting mechanism. The overhead runway structure, although temporary, was fixed by attachments to the
turbine buiiding structure. A gantry crane is similar to an overhead crane, except the bridge is rigidly supported
on legs running on fixed rails, The ANO temporary crane had no legs hetween the girders and the whae!
trucks. The same standard applies to either design (ASME B30.2). but the legs on a gantry crane allow
generation of much larger momerts at the ends of the bridge. Since ASME B30.2 is cited in OSHA
regulations, it would be better to just use overhead crane.

I receved the FOIA earlier today. | do have a three procedures and the outage schedule, which | was holding
in case there was a need 1o discuss my input with Region IV management. Is the report in concurrence now?

Steve

from: Miller, Geoffrey —~ " S
Sent: Monday, April 29, 2013 3:25 PM Log rp gt
To: Jones, Steve _
Subject: FW: Praservation of Information Related to Death of Wade Walters at ANO

Importance: High

ol

Steve,
Please see the below.

Thank you for getting me your timely input. We are planning an exit meeting on May @ (you need not travel out
tar that).

QSHA is referring to the lift device as a *temporary overhead gantry crane.” | know we had a discussion that it
was a crane, but not a gantry crane. Wouid it be incorrect to use this term? Would it be better to go mare
generic (e.g., temporary overhead crane')?

Thanks,

Geoff

From: Tannenbaum, Anita On Behalf Of Fuller, Karla N — A o

Sent: Monday, April 29, 2013 2:20 PM O - o '

To: Howell, Art; Lewis, Robert; Kennedy, Kriss; Scott, Michaet; Blount, Tom; Clark, Jeff, Famhoitz, Thomas; Miller,
Geoffrey; Haire, Mark; Drake, James; Watkins, John; Kellar, Ray; Gaddy, Vincent; Allen, Don; Azua, Ray; Bradiey, Dan;
Melfi, Jim; Sanchez, Alfred; Schaup, William; Fairbanks, Abin; Hatfield, Glorfa; Jones, Steve; Ahern, Gregory; Alexander,

1
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Ryan; Alferink, Beth; Andrews, Tom; Diederich, Karl; Livermore, Dan; Makris, Nestor; Rodriguez, Jaime
Cc: Quayle, Lisa; Fuller, Karla; Lusk, Rustin; Lackey, Dana; Harrison, Deborah; Karl, Tracy

Subject: Preservation of Information Related to Death of Wade Walters at ANQ

Importance: High

On April 23, 2013, we received a letter from a law firm representing the estate and family of Wade Walters related to
the recent industrial accident at the Arkansas Nuclear One plant. The firm requested that we preserve all our findings,
reports, evidence, data, videos, and all information about the event. We have also received a request pursuant to the
Freedom of Information Act for such material. In the near future, we will be circulating instructions concerning the
collection and preservation of this material. In the meantime, however, please make sure you preserve all information
that is relevant to this event.

If any NRC employees were omitted from the distribution/addressee list who should receive this message, please share
It with them immediately,

if you have any questions, please contact me. Thank you for your assistance in this matter.
Karla

Karla Smith Fuller, Esq.

Regional Counsel

U.S. Nuclear Regulatory Commission
Region IV

1600 East Lamar Boulevard #3016
Arlington, TX 76011

817-200-1271 {work)

Karla.Fuller@nre.gov _ L
DD Welegsabie
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From: lones, Steve \ Roawrg e MP g/ :b ?L—:ii,‘/ (:) F'FE
Sent: ~ Tuesday, May 07, 2013 10:17 AM
To: Miller, Geoffrey
Cc: Sanchez, Alfred
Subject: RE: REVIEW: ANO AIT Key Messages
Geoff,

| agree the statements are accurate. On the second bullet, multiple members of the licensee’s organization
stated what you have in brackets.

Steve

From: Milier, Geoffrey

Sent: Tuesday, May 07, 2013 9:38 AM
To: Jones, Steve; Sanchez, Alfred N E
Subject: REVIEW: ANO AIT Key Messages fB £
Importance: High '
Fred/Steve,

Below are some key messages I'd like to use for the AIT exit meeting. Could you piease take a took and tell
me if the statements are accurate?

Thank you!
Geoff
+ Reactor Plant Safety Systems Responded as Designed [point: safety-related stuff worked]

« No Documented Ties between the Heavy Load Lift and Other Qutage Activities in the Station Qutage
Risk Plan [point: rig failure not considered credible risk]

+ Entergy Took Appropriate Actions to Recover Plant Equipment on Units 1 and 2 and Has initiated an
Extensive Root Cause Evaluation Effort [point: we don't have a failure cause yet)



Miller, Geoffrez

'y
From: Pannier, Stephen
Sent: Tuesday, July 16, 2013 3:14 PM
To: Miller, Geoffrey ~TS
Subject: RE: Potential Generic Comms fram ANO AIT [ ebre NR¥
Hi Geoff,
I am still thinking about how to proceed. As you know... pushing IN's into the pipeline is a daunting task. | had
thought about bundling all three and putting this out as one IN. | am not sure licensees read inspection
reports, but | know that they at least acknowledge receipt of an IN.
Thanks for asking. {'ll be in touch,
. Steve
2N /F
.‘..\ ......... .. .. e . PR . - P . . P Q/
¢ From: Miller, Geoffrey _
Sent: Friday, July 12, 2013 4:14 PM T elenns

"

To: Pannier, Stephen
Subject: RE: Potential Generic Comms from ANO AIT

Steve,

Have you received word on whether or not any of the befow topics would be suitable subjects for a new or
updated generic comm.?

Thank you for your help,

Geoff

- .Mille.r, Geoffrey - _ DR o _ '
Sent: Wednesday, June 05, 2013 8:40 AM Relen
To: Pannier, Stephen
Subject: Potential Generic Comms from ANC AIT

5¢

Steve,

Below are some topics flagged as potential subjects for generic communications during the ANO AIT. Could
you please take a look and let me know if there would be benefit in pursuing any of these based on existing
comms/OpE?

Thank you very much for your help,
Geoff
- Regarding the impact of {rolley on Unit 2 turbine deck. potential generic communication associated
with assessing scope of area when evaluating load paths (i.e., impact of heavy loads outside of

intended load path).

- Potential generic communication associated with integration of major project schedules for outage
risk assessment (IF confirmed to be an issue by AIT follow up inspection).

1



Potential generic comm for diverse methods of supply for nozzle dams (N2 bottles)

Q__s._\méf'

i
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Werner, Gre2 _
From: Weerakkody. Sunil
[:mt: Tuesday, November 19, 2013 11:46 AM //(
To: Loveless, David; Miller, Geoffrey; Werner, Greg
Cc: Mitman, Jeffrey
Subject: pretimianty draft of ANO Stator Drop SDP Draft Revison 0
Attachments: ANQ1 LOOP SDP Apalysis Rev 0.0.docx

From: Mitman, Jeffrey

Sent: Thursday, November 14, 2013 4:32 PM
To: Weerakkody, Sunil

Subject: ANO Stator Drop SDP Draft Revison 0

Sunil, attached is the subject analysis and a zip file containing the SPAR model for review and comment. The
zip file may be 100 big to email to Region V. I'm still working on the SDP on the loss of SDC at midloop.

! Jeff Mitman l
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Cut Set Report - M6-LOOPZ (ET)

PWR D SPAR MODEL FOR ARKANSAS NUCLEAR ONE UNIT 1

Nov 15, 2013
# F;::t;l T«;{:a ! Cut Set Description
Total 15164 T Is)v:gaymg 50 ot 43171 Cut
1 6.46E-5 42.7 | Me-LOOP2: 10
1.00E+ 1E-M6-LOOP LQOP Event Geours gunng Mode 8
3.01E-2 EPS.DGN-FR-DG1 DIESEL GENERATOR 1 FAILS TO RUN
3.01E-2 EPS-DGN-FR-0G2 DIESEL GENERATOR 2 FAILS TO RUN
7 14E-2 EPS.-XHE-XL-NR72H OPERATOR FAILS TD RECOVER EMERGENCY DIESEL IN 72 HOURS
2 2.92€E-5 1.3 | M8-LQOPZ: 19
1.00E+0 {E-MB-LOOP LOOP Evert Occurs during Mode 6
4.09e4 EPS-DGN-CF-DG12R CCF OF DIESEL GENERATORS DG1&4DG2 TO RUN
; 7.14€-2 EPS-XHE-XL-NR72H CPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
3 8.21E-6 4.11 MS-LOOP2 : 18 .
1.Q0E+0 IE-M6-LOOP LOOP Evert Occurs during Mode 8
3.01E-2 EPS-DGN-FR-DG1 DIESEL GENERATOR 1 FAILS TO RUN
2 89€.3 ERS.DGN-FS.DG2 DIESEL GENERATOR 2 FAILS TO START
7.14E.2 EPS-XHE-XL-NR72H OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
4 8.21E-6 411 | MB-LODPR2 119
1.00E+0 1E-ME-LOOP LOOP Event Dccurs during Mode 6
J01E-2 E£PS-DEN-FR-DG2 DIESEL GENERATOR 2 FAILS TO RUN
2.89E-3 EPS-DGN-FS-DGY DIESEL GENERATOR 1 FAILS TO START
7.14E-2 EPS-XHE-XL-NRT2H OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
i & 5.14E-6 34 ME-LOOP2 . 19 :
' 1 OOE+D |E-M8-LOOP LOOP Event Qccurs during Mode 6
2.39E-3 ACP-CRB-00-1A308 4160V AC BREAKER 152-308 FAILS TO CLOSE
3.01E-2 ERS-DGN-FR-DGZ DIESEL GENERATOR 2 FAILS TO RUN
7.14E-2 EPS-XHE-XL-NR72H OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
8 5.14€-8 34 ME-LOOPZ 1 19
1.00E+0 IE-M8-LOOP LOOP Event Occurs during Mode 8
2.30E-3 ACP-CRB-Q0-1A408 4160V AC BREAKER 152-408 FAILS TO CLOSE
3.01E-2 EPS-OGN-FR-DG1 DIESEL GENERATOR 1 FAILS TO RUN
7.14E-2 EPS-XHE-XL-NR72H QOPERATOR FAILS TO RECOVER EMERGENGY DIESEL IN 72 HOURS
7 291E-6 1.82 | MG-LODOR2 : 19
1.00E+Q 1E-ME-LOOP LQOP Event Occurs during Mode 6
3.01E-2 EPS-DGN-FR-DGY DIESEL GENERATOR 1 FAILS TO RUN
7 44E-2 £PS-XHE-XL-NR7ZH OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
Csmma T ewsanruNNG T S MDP PaG 9 RUNNING. 48 ALIGNED T0 RED TRAIN e e e
1.38E-3 SWS-MDP-FS-P4C SERVICE WATER MDP P4C FAILS TO START
8 2.58E-8 1.71 MB-LOOP2 . 18
1.006+9 E-MB-1.O0OP LOOP Event Oceurs during Mode 8
3.61E-§ EPS-DGN-CF-DG123 CCF OF DIESEL GENERATORS DG1&DG2 TO START
7.14E.2 EPS-XKE-XL-NR72H QPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
8 2.15E-G 142 | M6-LOOP2: 19
1.GOE+D {E-M8-LOOR LOQP Event Occurs during Mode &
3.01E-2 ERS-DGN-FR-DG1 DIESEL GENERATCR 1 FAILS TO RUN
7.44E-2 EPS-XHE.-XL-NR72H OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 ROURS
1.00E-3 EPS-XHE-XR-0G2 QP FAILS TO RESTORE DIESEL GENERATOR 2
10 2.15E-6 142 | MG-LOOP2: 19
1.00E+0 1E-M8-LOOP LOOP Event Occurs during Mode &
3012 EPS-DGN-FR-DG2 DIESEL GENERATOR 2 FAILS TO RUN
7.14E-2 EPS-XHE-XL-NR72H OPERATOR FALLS TO RECOVER EMERGENCY DIESEL IN 72 HOURS

Model Version: 8.19
Model Date: 04/30/2009
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Cut Set Report - M6-LOOP2 (ET)

PWR D SPAR MODEL FOR ARKANSAE NUCLEAR ONE UNIT 1

Nov 1§, 2013
1.00E-3 EPS-XHE-XR-DG1 OP FAILS TO RESTORE DIESEL GENERATOR 1
11 2.07E-6 1.37 | MG-LOQP2 : 19
1.00E+0 |E-ME-LOOR LOOP Event Occurs dunng Mode &
3.01E-2 EPS-DGN-FR-DG1 DIESEL GENERATOR 1 FAILS TO RUN
9.83E-4 EPS-MOV-CC-CV3807 SWS BUPPLY MOV CV-3807 TO DGN 2 COOLING FAILS TO OPEN
7.14E-2 EPS-XHE-XL-NR72H OPERATOR FAILS TO RECOVER EMERGENCY DIESEL (N 72 HOURS
12 2.07E-¢ 137 { M6-LOQP2 . 1§
1.00E+0 IE-M5-LOOP LOOP Event Occurs during Mode 6
3.01E-2 EPS-DGN-FR-DGZ DIESEL GENERATOR 2 FAILS TO RUN
9.63E«¢ EPS-MOV-CC-CV3806 SWS SUPPLY MOV CV-3806 TO DGN 1 COOLING FAILS TO OPEN
7.14E-2 EPS-XHE-XL-NR721 OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
13 {.69E-8 112 | M&-LOOPZ: 1§
1.00E+Q IE-MBLO0OP LOOP Event Occurs during Mode 6
2.3785 EPS-MDP-CF-P16ABS CCF of EDG Fuel Qi Pumg ¢ Start
7.148-2 EPS-XHE-XL-NR72H OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
18 1.32E-6 088 ; M&-LOOP2:19
1,.00E+Q IE-MB-LOOP LOOP Evant Occurs during Mode 6
1.86E-5 EPS-MOV-CF-SWS CCF OF SWB SUPPLY MOVs 3808 AND 3807
714E-2 EPS-XHE-XL-NR72H QPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
15 1.22E6 08 ME-LOQP2 : 04 .
< QOE+Q IE-M8-LOOP LOOP Evant Oceurs during Mode 6
301e-2 EPS-DGN-FR-DG1 DIESEL GENERATOR 1 FAILS TO RUN
9.63E4 LPEMOV-CC-CV1400 LP DISCHARGE MOV CV-1400 FAILS TO OPEN
4.20E.2 LTREC-DHR-5D late Recovery of SDC/DHR (5 Days)
168 1.228-6 08 M61.00P2 : 04
1.0CE+Q IE-MB-LOOP LOOP Event Occurs during Mode 6
3.01E-2 EPS-DGN-FR-DG2 DIESEL GENERSTOR 2 FAILS TO RUN
9.63E-4 LPI-MOV-CC-CV1401 LP1 DISCHARGE MOV CV-1401 FAILS TO OPEN
4 20€-2 LTREC-DHR-5D Late Recovary of SDC/DHR (5 Days}
17 1.20E € 0.79 ME-LOQPZ | 04
1.00E+0 1€-MB-LOOP LOOP Event Occurs duting Mode 6
3.01E-2 EPS-DGN-FR-DG1 DIESEL GENERATOR 1 FAILS TO RUN
4.20E-2 LTREC-DHR-5D Late Racovary of SDU/DHR (6 Days) :
9.51E-4 SWS-AQV-CC-CV3B41 FAILURE OF SWS MOV CV-3841 TO PMP P34A TQ OPEN
18 1.20E-6 0.79 | ME-LOOPZ : 04
1.00E«0 E-MB-LOOP LOOP Event Occurs during Mode 6
3.01E-2 EPS-LGN-FR-DGZ DIESEL GENERATUR 2 FAILS 10 KUN
4.20E-2 LTREC-DHR-5D Late Recovery of SDC/DHR (5 Days)
9.51E4 SWS-AQV-CC-CV384C FAILURE OF SWS ACOV CV-3840 TO PMP P34A TO OPEN
19 1.20E-6 078 MB-LOOPZ : 04
1,00E+C (E-M5-LOOP LOOR Event Occurs during Mode &
3.01E-2 EPS-DGN-FR-DG2 DIESEL GENERATOR 2 FAILS TO RUN
9.ATE4 LPI-MDP-F§-P34A LPI MDP P34A FAILS TO START
4,20E-2 LTREC-OHR-6D Late Recovery of SDC/DHR (5 Days)
20 1.20E6 0.79 | M8-LOOP2:04
1.00E+0 IE-MB-LOOP LOOP Event Occurs during Mode 6
3.CtE-2 EPS-DGN-FR-DG1 DIESEL GENERATOR 1 FAILS TO RUN
9.47E-4 LPI-MDP-FS-P34B LPI MDP P34B FAILS TQ START
4.20E-2 LTREC-OHR-50 Late Recovery of SDC/DHR (5 Days)
24 1.04E6 0.60 | MBL0O0P2 1 4
1.00E+0 IE-MS-LOORP LOOP Event Qccurs during Mods €

Model Version: 8.19

Model Dats: 04/30/2009

Page 2

Software Saphirs 8.0.9



Cut Set Report - M6-LOOP2 (ET)

PWR 0 SPAR MODEL FOR ARKANSAS NUCLEAR ONE UNIT 1

Nov 15, 2013

4.20E-2 LTREC-DHR-50 Late Recovery of SDC/DHR (5 Days)

2.48E-5 SWS-AQV-CF-CV38401 CCF OF SWS ADVs CV-3840/3841 TO PUMPS P344/B TO OPEN
22 $.958.7 0.68 MB-LO0P2 : U4

1.00E+D JEMG-LOOP LOQOP Event Occurs during Made §

23765 LPI-MDP-CF-STRY LPIPUMP COMMON CAUSE FAILURES TQ START

4 20E-2 LTREC-OHR-50 Late Recovery of SDC/DHR (5 Days)
23 9.03E-7 0.6 M6-LOOP2 " 15

1.00E+0 1EM6-LO0P LOOP Everit Ocsurs during Mode 6

1.28E-5 EPS-MDP-CF-P16ABR CCF of EDG Fuel Olt Pump 1o Run

7 14€-2 EPS-XHE-XL-NR72H OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
24 7.70E-7 0.51 M6-L.OOP2 . 04

+.GOE+D IE.MB-LOOR LOQP Event Occurs during Mode 6

1.83E-5 LPLACK-CE-VCIXR Common Cause failure of DHR Unit Coolers VUC-1A,1B, 1C & 10 to RUN |

4.20€.2 LTREC-DHR-5D Lats Recovery of SDC/OHR (5 Days) :
25 88787 0.32 ME-LODP2 : 18

t QOE+D JE-MB-L OOP LOOP Event Ogcurs during Mode 6

2.88E-3 EPS-DGN-FS-DG1 DIESEL GENERATOR 1 FAILS TO START

2.88E-3 EPS-DBN-FS-DG2 DIESEL GENERATOR 2 FAILS TO START

7.14E-2 EPS-XHE-XL-NR72H OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HQURS
26 5.31E7 0.35 | MB-LOOR2: 04

1.00E+0 1E-MB-LOOP LOOP Event Cocyrs during Mode 6

1.28E-5 LPLMDP-CF-RUN LP{ PUMP COMMON CAUSE FAILURES TO RUN

42082 LTREC-DHR-5D Late Regavery of SOC/DHR (5 Days)
27 4.84€.7 033 M6-4L.00PZ - 19 )

1 0CE+Q IE-M6-LOOP LOOR Event Qccurs during Mode 6

2 39E-3 ACP-CRB-00-1A308 4160V AC BREAKER 152-308 FAILS TO CLOSE

2.89E-3 ERS-DON-F5-DG2 DIESEL GENERATOR 2 FAILS TO START

7.14E-2 EPS-XHE-XL-NR72H OPERATOR FARS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
28 4 94E-7 033 | M5-LOORZ 19

1.00E+0 IE-M-LOOP LOOP Event Occurs dusing Mode &

2.39E-3 ACP-CRB-O0-1A4(8 4160V AC BREAKER 162408 FAILS TO CLOSE

2.89E-3 EPS-OGN-FS-DG1 DIESEL GENERATOR 1 FAILS TO START

7.14E-2 EPS-XHE-XL-NR72H GPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
29 4 88E-7 03 M5-LOOP2 : 04

1.00E+0 IE-M8-LOOP LOOP Evenl Occurs during Mode 8

3.C1E-2 EPS-DGN-FR-DGZ DIESEL GENERATOR 2 FAILS TO RUN

3.8Z2E-4 LPI-MDP-FR-P34A LFI MDP P34A FAILS TO RUN

. 4.20E-2 LTREC-DHR-5D Laie Recovery of SDC/OHR (5 Daysj

30 4.58E-7 0.3 M6-LOOP2 : 04

1.00E+Q IE-M5-LOOP LOOP Event Occurs during Mode &

3.01E-2 EPS-DGN-FR-DG1 DIESEL GENERATOR 1 FAILS TO RUN

3.62E4 LPI-MDP-FR-P34B LP! MDP P348 FAILS TO RUN

4.20k-2 LTREC-DHR-50 Late Recovery of SDC/DHR (5 Days)
31 4.09E-7 0.27 | MBLOOP2: 18

1.00E+40 1E-M8-LQ0OP LOOP Event Occurs during Mode &

2.30E-3 ACP-CRB-00-1A308 4160V AC BREAKER 152-308 FAILS YO CLOSE

2.39E-3 ACP-CRB-00-1A408 4160V AC BREAKER 152-408 FAILS TO CLOSE

7.14E-2 EPS-XHE-XL-NR72H QPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
32 279E-7 0.18 | M6-LOOP2: 18

1.00E+0 1E-M6-LOOR LOOP Event Occurs during Mode 6

2.89E-3 EPS-DGN-F$-DG1 DIESEL GENERATOR 1 FAILS TO START

Mode! Version: 8.19

Model Date: D4/30/2008
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Cut Set Report - M6-LOOP2 (ET)

PWR D SPAR MODEL FOR ARKANSAS NUCLEAR ONE UNIT 1

Nov 15, 2013
7.14E-2 EPS-XHE-XL-NR72H OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
9.93E-1 SWS-4C-RUNNING SWS MDP P4C IS RUNNING; 4B ALIGNED TO RED TRAIN
1.3663 SWH-MDIP-FS-P4C SERVICE WATER MDP P4C FAILS TO START
33 283E-7 0.17 M6-LOOP2 . 19
1{.00E~+0 IE-M8-LOOP LOOP Event Occurs during Mode §
7.14E-2 EPS-XHE-XL-NR72H OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
3.93E-1 SWS-4A-RUNNING SWS MDP P4A 1S RUNRING; 4B ALIGNED TO RED TRAIN
9.93E-1 SWS-4C-RUNNING SWS MDP P4C 1S RUNNING: 4B ALIGNED TO RED TRAIN
3.73E-6 SWS-MDP-.CF-STRT4ABC CCGF OF SERVICE WATER MDPS 4A,4B & 4C TO START
34 2.31E7 Q.15 | ME-LOOP2 . 18
1.00E+D IE-M5-LOOP LOOP Event Occurs during Mode 6
2.38E-3 ACP-CRB-00-1A308 4160V AC BREAKER 152-308 FAILS TO CLOSE
7.14E-2 EPS-XHEXL-NR72H QPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
9 93k-1 SWS-4C-RUNNING SWS MDP P4C IS RUNNING; 4B ALIGNED TQ RED TRAIN
1.36E-3 SWS-MDP-FS-P4C SERVICE WATER MDR P4C FAILS TO START
35 2.0BE-7 044 | MS.LOOPZ - 19
1.00E+0 I£-MB-LOOP LOOP Event Oceurs during Mode 6
2.B9E-3 EPS-DGN-FS-DG1 3 DIESEL GENERATOR 1 FAILS TO START
7 14E-2 EPS-XHE-XL-NR72M ' OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
1.00E-3 EPS-XHE-XR-DG2Z QP FAILS TO RESTORE DIESEL GENERATOR 2
k] 2.06E-7 014 | MB-LOOP2 19
1.00E+Q IE-MB-LOOP LOOPR Event Octurs duning Mode &
2.88E-3 EPS.OGN-FS-DG2 DIESEL GENERATOR 2 FAILS TO START
7.44E-2 EPS-XHE-XL-NR72H OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
1.00E-3 EPS-XME-XR-DG1 QP FAILS TO RESTORE DIESEL GENERATOR 1
37 1.99€-7 0.13 | M5-LOOP2:19
1.00€+0 [E-MB-LOOP LOOP Event Occurs during Mods 6
2.89E-3 EPS-DBN-FS-DG1 DIESEL GENERATOR 1 FAILS TO START
9.63E<4 EPS-MOV-CC-CV3BOT7 SWE SUPPLY MOV CV-3807 TO DGN 2 COOLING FAILS TO OPEN
7 14E-2 EPS-KHE-XL-NRTZH COPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
38 1 Q9E-7 013 M6-LOOPZ . 18
1.00E+0 {E-M6-LOOP L OOP Event Occurs during Mode 6
2.89E-3 EPS-OGN-FS-DG2 DIESEL GENERATOR 2 FAILS TO STARY
9.63E-4 EPS-MOV-GC-CV3806 SWS SUPPLY MOV CV-3806 TO DGN 1 COOLING FAILS TO OPEN
7.14E-2 EPS-XHE-XL-NR7ZH OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
39 1.90E-7 0.33 | M8-LOOPZ : 08
1.00E+0 IE-MB-LOOP LOQP Event Occurs dunng Mode 6
3.33E-5 ACR-BAC-LPLCCBS FAILURE OF LCC B BUS
3.G1E-2 EPS-DGN-FR-DG2 DIESEL GENERATOR 2 FAILS TO RUN
1.90E-1 LTREC-DHR-3D Lata Recovery of SDC/DHR {3 Days)
a0 1.81E-7 0.12 MG-LOOR2 1 15
1.00E+0) 1E-MB-LOOP LOOP Event Octurs dunng Mode 6
3.01E-2 EPS-DGN-FR-DGH DNESEL GENERATOR 1 FAILS TO RUN
s VT EPS.XHEXL.NR7ZH "OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
9.63E-1 SWS-4C-RUNNING SWS MDP PAC 1S RUNNING; 4B ALIGNED TO RED TRAIN
8.47E-5 SWS.MDP-FR-P4C SERVICE WATER MOP P4C FAILS TO RUN
41 1.71E-7 0.11 MB-LO0P2 1 18
1.00E+( |E-M3-LOOP LQOP Event Occurs during Mods 6 )
2.39E-3 ACP-CRB-00-1A308 4180V AC BREAKER 152.308 FAILS TO CLOSE
7 14E-2 EPS-XHE-X{ -NR72H OPERATOR FAILS TO RECOVER EMERGENCY DIESFEL IN 72 HOURS
1.00E-3 EPS-XHE-XR-DG2 DP FAILS TO RESTORE DIESEL GENERATOR 2

Model Version: 8.19

Mode! Date: 04/30/2009
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Cut Set Report - M6-LOOP2 {ET)

PWR D SPAR MODEL FOR ARKANSAS NUCLEAR ONE UNIT 1

Nov 15, 2013
42 | 1ME7? | 011 | MGLOOR2: 19 i
1.0D0E+Q IE-M6-LOOP LOOR Event Occurs cduring Mode 6 '
2.39E3 ACP-CRB-00-1A408 4180V AC BREAKER 152.408 FAILS TO CLOSE ]
7 14E-2 EPS-XHE-XL-NR7ZH OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
1.00E-3 EPS-XHE-XR-DG1 OF FAILS TO RESTORE DIESEL GENERATOR 1
43 165E-7 on #M6-LOOP2 19
1.00E+0 IE-M6-LOOP LOOP Event Occurs during Mode 6
2.39E-3 ACR-CRB-O0O-1A308 4160V AT BREAKER 152.208 FAILS TQ CLOSE
3.63E-4 EPS-MOV-CC-CV3807 SWS SUPPLY MOV CV-3807 TO DGN 2 COOLING FAILS TO OPEN
7 14E-2 EPS-XHE-XL-NR72H OPERATOR FAILS TO RECOVER EMERGENCY DIESEL IN 72 HOURS
44 1.65E-7 0.1 M6-LOOP2 . 19
1.00E+0 IE-M§-LOOP LOOF Event Qeours during Mode &
2.39E-3 ACP-CRB-00-1A408 4180V AC BREAKER 152-408 FAILS TO CLOSE
B.63E-4 EPS-MOV-CC-CV3808 SWS SUPPLY MOV CV-3806 TO DGN 1 COOLING FAILS TO OPEN
7.14E-2 EPS-XHE-XL-NR72H OPERATOR FAILS TG RECOVER EMERGENCY DIESEL IN 72 HOURS
45 1.29E-7 708 MB.LOOR? - 08
1.00E+Q 1E-M§B-£.OOP LCOP Event Occurs during Mode 6
2.27E-8 ACP-TFM-FC-X5 4160V/480V TRANSFORMER X5 FAILS
J.01E<2 EFPS-DON-FR-DG2 DIESEL GENERATOR 2 FAILS TO RUN
1.90E- LIREC-DHR-3D Late Racovery of SDC/DHR (3 Days) :
46 1.29E-7 0.08 | M6-LODP2: 03
1.00E+Q 1E-M61.00P LOQP Event Ocgurs duting Mode 6§
2.27E-5 ACP-TFM-FC-X8 41B60V/480V TRANSFORMER X8 FAILS
3.01E-2 EPS-OGN-FR-0G1 DIESEL GENERATOR 1 £AILS TO RUN
1.90E-1 LTREC-DHR-3D Late Recovery ol SDC/DHR (3 Days)
47 1.228.7 008 MB-1.O0P2 1 04 )
1 00E+0 JE-MG-LOOP LOOP Event Occurs during Mode 6
2 89E-H LPLACK-CF-VCIXS Common Cause fatiure of DHR Unit Coolers VUC-1A,1B, 1C & 1D (o Stan
4.20€-2 LTREC-DHR-5D Late Recovery of SDC/DHR (5 Days)
48 1.20E-7 008 MELO0P2 . 04
1.0CE+0 {E-MB-LOOP LOOP Event Occurs during Mode €
301E-2 EPS-DGN-FR-DG2 OIESEL GENERATOR 2 FAILS TO RUN
9.50E-5 LPIACK-CF-VCIABR Coryoon Cause failure of DHR Unit Coolers VUC-1A and 18 (o Run
42082 LTREC-DHR-50 Late Recovery of SDC/DHR (5 Days) :
40 1.20E-7 0.08 | MB-LOOP2. 04
1.00E+) IE-MB-LOOP LOOP Event Ocours during Mode 6
3.01E.2 EPS.OGN-FR-DG1 DIESEL GENERATOR 1 FAILS TO RUN
9.50E-§ LPI-ACX-CF-VCICDR Commen Cause tallure of DHR Unit Coolers VUC-1C and 1D to Run
4.20E-2 LTREC-DHR-5D Late Recovery of SDC/DHR (S Days)
50 t17E-7 0.08 | MELOOP2:04
1.00€+0 1E-M6-LOOP LOOP Event QOccurs during Mode &
2.89E-3 EPS-DGN-FS-0(1 DIESEL GENERATOR 1 FAILS TO START
9.83€-4 LPI.MOV-CC-CV1400 LPE DISCHARGE MOV CV-1400 FAILS TO OPEN
4.20E-2 LTREC-DHR-5D Late Recovery of SOC/DHR (5 Days) i

Model Version: 8,19

Model Date: 04/30/2008
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Wemer, Greg {'\.._; >/ D[S Z/y‘)/ VL. ,(u 1 -f*%ﬁﬁ"f
From: Weerakkody, Sunil
Sent: Tuesday, November 19, 2013 11:46 AM
To: Loveless, David; Miller, Geoffrey, Werner, Greg
Cc Mitman, Jeffrey
Subject: prelimianry draft of ANO Stator Drop SDP Draft Revison 0

Attachments: ANC1 LOOP SDP Analysis Rev 0.0.docx

From: Mitman, Jeffrey

Sent: Thursday, November 14, 2013 4:32 PM
To: Weerakkody, Sunil

Subject: ANO Stator Drop SDP Draft Revison 0

Sunil, attached is the subject analysis and a zip file containing the SPAR model for review and comment. The
zip file may be too big to email to Region IV. I'm still working on the SDP on the loss of SDC at midioop.

Jeff Mitman
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1.0 Introduction

On March 31% 2013 at 7:50 am Arkansas Nuclear One Unit 1 (ANO1) experienced a
loss of offsite power. While lifting and transferring the Umit 1 main generator stator to the
train bay, the lift system failed, failing on to the turbine deck and into the train bay. This
resulted in damage to the turbine building including damage to electrical buses supplying
offsite power to Unit1 and damage to the fire suppression piping.

At the time of the event, Unit 1 was in a refueling outage. It had been shutdown
approximately 7 days. Fuel in the reactor vessel, the reactor cavily was flooded up, and
both trains of decay heat removal system were in service. With the loss of offsite power,
both Unit 1emergency diesel generators started and loaded their respective buses.
Decay heat removal (DHR) was quickly restored. Once DHR was restored the unit was
guasi stable with no offsite power available due to damage to the non-vital electrical
buses, with EDGs powering the vital busses and the decay heat removal system
operating and providing decay heat removal to the reactor vessel.

Dropping the generator stator caused the following damage.

Oftsite power was lost — it took six days to recover
The station blackout diesel generator's (called the AAC) connection to the plant
was severed rendering the ACC non-functional

s Fire watering piping was damaged requiring shutdown of the fire protection
system. Ut also caused fipoding the Unit 1 and 2 structures with tens of
thousands of gallons of water challenging critical equipment

2.0 Discussion of the Performance Deficiency

The licensee failed to properly implement Engineering Procedure EN-MA-119, “Material
Handling Program.” The following two examples are presented:

» The licensee failed to adequately review and approve Bigge Calculation 27619-C1 as

required by Section 5.2{7}(a)

Engineering Procedure EN-MA-119, Section 5.2[7] requires temporary hoisting
assemblies to be designed or approved by Engineering Support Personnel (ESP). On
September 12, 2012 Siemens Energy transmitted to Entergy, Bigge Calculation 27619-
C1. "ANO Stator Replacement Project.” The design calgulation did not adequately
consider the loads that would be experienced by the lit. Entergy's review and approval
process failed to identify the calculation deficiencies and the weak component in the
north tower structure. Specifically, Entergy’s ESP failed to adequately review and
identify the flaw in Calculation 27619-C1 consistent with the requirements of procedure
Section 5.2[7)(a) which states that temporary hoisting assemblies are required to be
designed or approved by ESP. Had ESP’s approval process identified the deficiency
and eliminated it prior to use of the assembly at ANQ, the event would have been
avoided.

Page 2



3.0

The ticensee failed to ensure that a load test of the assembly to at feast 125 percent of
the projected hook load or to another approved standard was performed as required by
Section 5.2{7)(b) and associated note

Engineering Procedure EN-MA-119, Section 5.2[7](b) requires assembly's to be foad
tested and held for at least five minutes at 125 percent of actual (oad rating before initial
use. However, the note in Section 5.2[7] allows specially designed devices, for specific
applications to be designed and tested to other approved standards. On February 14.
2013 Entergy's supplemental Project Civil Engineer reviewed the letter from Bigge to
Siemens Energy, dated February 8, 2013, and included that letter into Engineering
Change Notice ECN-38028. The Entergy engineer failed to identify that the upper
columns and intermediate header were listed as new, negating Bigge's assertion that,
“This hoist assembly has been used at other electric power stations to lift components
that exceed the anticipated weight of the unit 1 stator.” This erroneous information was
then used in fieu of a load test or testing in accordance with other approved standards.
Had engineering personne! identified the erroneous information and a load test, or
tesling to other approved standards, been performed, the deficiencies in the design
would have been detected prior to use at ANO and the event would have been avoided.

Plant Conditions Prior to the Event
Plant equipment and conditions were as follows:;

+ Unit was shutdown with fuel in the reactor, head removed and refueling canal
flooded
Estimated time to boil (TTB) was 8 hours
Estimated time to core uncovery was 3 days
Both trains of SDC were in service
Plant electrical ineup was in a plant shutdown configuration to suppart
maintenance and testing as follows:
o 6900 Volt Bus H2 was de-energized.
o 6800 Volt Bus H1 was energired,
o 4160 Volit Bus A2 was de-energized.
o Safety related 4160 Volt Buses A3 and A4 were ¢ross tied and supplied
power via Non-safety related 4160 Volt bus A1,
430 VoIt buses B4 and BE were cross tied.
Green Train battery DOB had been disconnected from DOZ bus.
o D04 battery charger was supplied from Swing MCC BS6 to provide power
to Green Train DC bus D02,
o BS6 was aligned to BS.

o Q
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4.0

5.0

6.0

Plant Conditions after Initiating Event Initiated

Time to boil was estimated at eight hours and time to core uncovery without mitigation
was estimated at three days.

The following equipmefzt was unavailable after event initiation:

Offsite power

Station blackout diesel generator - ACC

Fire water

All balance of plant equipment

Gravity feed from the BWST as water level in the BWST was

lower than water level in RCS

+ Ipstrument air (IA) was unavailable ~ the analyst agsumed that al!
air operated valve failed in a safe direction, i.e.. the systems IA
supported remained available

s Starting air compressors for the emergency generators

Normalt lighting

. & & @ ¢

The following equipment was available after the event initiation to mitigate
the event.

» Both emergency diesel generalors and their respective electrical
distnbution systems
Both decay heat removal trains (two pumps)
Both high pressure injection (HP!) trains (three pumps)
Reactor building spray systems ~ note these were not credited in
the analysis, however, the non-crediting had no effect on the
quantitative results

Significance Determination Process {SDP) Phase 2 Summary
No Phase 2 was conducted.
Initiation of a Phase 3 SDP Risk Assessment

A Phase 3 SDP risk assessment was performed by the Office of Nuclear Reactor
Regulation (NRR}.

The analysts used the following generic references in preparing the risk assessment:

«  NUMARC 91-06, “Guidelines for Industiry Actions to Assess Shutdown
Management.” December 1991

¢ NUREG/CR-6883, “The SPAR-H Human Analysis Method.” August 2005

o RNUREG-1842, "Good Practices for Implementing Human Reliability Analysis.” April
2005

+« NUREG/CR-6595 Revision 1, "An Approach for Estimating the Frequencies of
Various Containment Failure Modes and Bypass Events.” October 2004

¢ INL/EXT-10-18533 Revision 2, “SPAR-H Step-by-Step Guidance.” May 2011
“RASP Manual Volume 1 - Intemal Events,” Revision 2.0 date January 2013
NUREG/CR-1278, “Handbook of HRA with Emphasis on Nuclear Power Plant
Applications,” August 1983
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7.0

The analys! used the following plant specific references:

» EOP; 1202.007, Degraded Power
¢ AOPs:
o 1203.024, Loss of ingtrument Air
o 1203.028, Loss of Decay Heat Removal
o 1203.050, Unit 1 Spent Fuel Pool Emergencies
¢ Calculation: 83-E-0017-01, Time to Boiling and Time to Core Uncavery after Loss
of Decay Heat Removal, Unit 1, Revision 7
* Procedure: 1103,018, Maintenance of RCS Water Level

Development of the Model

No Low Power/Shutdown (LP/SD) SPAR model exists for ANO1. Therefore, the at-
power ANO1 SPAR model was modified to allow analysis of the logs of offsite power
{LOOP} event. A new event tree {ET) was created to analyze the svent.

This ET is shown in Figure A-1 of Appendix A. The ET was linked to a mix of existing
at-power fault trees (FT) and new FTs, as applicable. The existing FTs were modified as
necessary to appropriately describe system dependencies during shutdown conditions
and the different success criterion. The ET and high level FTs are shown in Appendix A.

HRA Analysis

Shutdown operation is highly dependent on operator actions as most of the required
actions are manual (e.g., initiating feed of the RCS). HRA analysis was conducted to
properly characterize the required manual actions. The human error probabilities (HEPs)
were calculated using the Low Power Shutdown SPAR-H worksheets from NUREG/CR-
6883, “The SPAR-H Human Reliability Analysis Method” and INL/EXT-10-18533 and
SPAR-H Step-by-Step.” Consideration was given to the available time 1o perform the
action, the stress levels of the crew during the event, complexity of the diaghoses and
actions, crew experience and applicable and relevant training, quality and thoroughness
of procedures, ergonomics, fitness of duty issues, and the available work processes.
Table 1 shows a summary of the dominant HEPs, a detailed discussion of the HEPs is
given in Appendix B.

in addition to the calculation of specific HEPs for this condition, sequences or cutsets
which involved multiple operator actions were examined for human action dependency.
For the dominant HEPs no dependent couplets were found.

In addition, the cutsets were reviewed to find those that contained two or more HEPs in
a single sequence of cutset. For those cutset with multiple HEPs, the HEPs were
reviewed to determine if the product of the HEPs was less than 1E-6. For those cutsets
a floor, or cutoff, was applied as directed by RASP Manual Volume 4 — Shutdown
Events, Revision 1 Appendix B. A because of the long times to core damage, a cutoff of
1E-7 was applied. This conservative agssumption did not materially affect the resuits

Normal lighting was impacted by the LOOP. This could have an impact on the ability of
the equipment operators to perform tasks outside of the main control. This impact was
not asgessed.

A detailed description of the HEPs is given in Appendix B.
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Table 1
Summary of Dominant HRA Resum

Human o L e L C Mean . - Moan ) '_')"f‘_g_tal. .
CEmor )L Description R N:ﬁ"uzﬁ .' '.:A.!Eil“;oblo' Diagnosi | Action .| Moan -
Event ' " oo T s HEP. | HEP HEP
YME.ML Operator Fais o D!agnose . i
SD-XHE-D-LOSDC Loss of SDC before boiling 5 minutes 8 hours 2E-S wa 2E-5
SO-XHE-XL- Operator Fails to Recover .
LOSDC Loss of SDC before Bailing | o0 minutes | 8 hours nia 4E4 | 4B
Operator Fails to inject (AC
SD-XHE-XL-MINJ power available) before Level | 30 minutes 3 days n/a 2E-5 2E-5
Reaches TAF
Operator Fails to Initiate Low
SO-XHE-XL-LPR Pressure Recirc 1 hour 4 days 2E-§ 2E-4 2.2E-4
Operator Fails to Refill BWST
SO-XHE-XM-BWST during Shutdown 10 hour K 4 days nia o 2E-5 ?E-5

8.0

Conditional Core Damage Probability (CCDP). Assessment Results

A detailed Phase 3 Significance Determination Process risk analysis was performed
consistent with NRC [nspection Manual Chapter (IMC) 0809 Appendix G. Step 4.3.8 of
this procedure direclts the analyst to assess {he significance of shutdown events by
calculating an instantaneous conditional core damage probability (ICCDP). (Throughout
this assesament, the analyst has used the terminology of CCDP instead of ICCDP for
simplicity.} This assessment was performed by selting the initiating event frequency
(IEF) for foss of offsite power 10 1.0 and alt other |EF to zero. The above described
SPAR model was evailuated using the SAPHIRE code version 8.0.9.0.

As this SDP evaluates an actual event in which no external events occurred, there was
no risk from external events. As discussed in the above paragraph, this would include
setting any external event IEF to zero also.

The truncation limit was set at 1E-16,

The result of the CCDP analysis is 1.6E-4; based on these results the finding is Red.
The top cutsets for are in Appendix C. The analyst did not perform uncertainty analysis.

Table 2
CCDP Results
Sequence Point Cut Set
Estimate Count
4 1.BE~5 8368
6 1.3E-7 3370
8 1.1E-6 25193
14 1.0E-7 B34
13 1.0E-7 134
15 1.0E-7 915
18 1.4E-4 4357
Total 1.6E4 43174

The resuits are dominated by two sequences. The largest contributor is from Sequence
18 which compriges a failure of the emergency diesel generators (EDG) without
recovery. Both the EDG and EDG non-recovery failure probabilities were calculated
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9.0

10.0

using the standard SPAR methods and models. Sequence 4 is also a significant
contributor. Sequence 4 cutsets are dominated by combinations of equipment and
failure to recover DHR.

The numeric results above quantify to a Red finding. However, with such a long time to
core damage, recovery is possible with temporary systems such as B.5.b equipment.
The analyst is unaware of procedures or training to cool the RCS during these
conditions. In addition, condition in the reactor building will become difficult if not fife
threatening once boiling begins. In conclusion, some credit for these type of actions is
warranted using & SPAR-H approach (note neither SPAR-H nor any other HRA method
were ever intended to quantify these type of scenarios) would guantify this with a failure
probability between 0.1 and 0.5. If such credit were given, this would reduce the finding
o the Yellow range.

Conditional Large Early Release Probability (CLERP) Assessment

The figure of merit for this analysis is incremental conditional large early release
probability (ICLERP). This ICLERP analysis is baged on the method for shutdown
described in NUREG/CR-6595 Revision 1, “An Approach for Estimating the Frequencies
of Various Containment Failure Modes and Bypass Events,” dated 10/2004. This repor
supplies simplified containment event trees (CET) to determine if the core damage
sequence contributes to LERF. NUREG/CR-8595 presents its analysis in terms of
LERF, which is interpreted here as iICLERP.

NUREG/CR-6595 defines LERF as “... the frequency of those accidents leading to
significant, unmitigated releases from containment in a time frame prior {0 effective
evacuation of the close-in population such that there is a potential for early health
effects.” This Is identical to the definition of LERF in IMC 0808 Appendix H. Figure 4.2
(PWR Large Dry and Sub-atmospheric Containment Event Tree) from NUREG/CR-8595
is applicable to the ANO1 event.

This event occurred seven days after shutdown. The earliest core damage could occur
would be three days after event initiation. Thus core damage would not occur untit 10
days after shuldown. Based on this time and the recommended approach given by
NUREG/CF-6595 no large early release could occur.

Sensitivity Analysis

Several sensitivity cases were conducted to further understand the event risk
significance. The cases are described below.

Case 1: Loss of Instrument Air

The LOOP event on Unit 1 in combination with the partiat LOOP in Unit 2 combined to
cause a loss of instrument air on Unit. There does not appear to be any impact on Unit
1 from the loss of air. However, instrument air was being supplied to the steam
generator nozzle dams. If the nozzle dams had failed, water level could have drained to
the bottom of the steam generator openings. The nozzle dam design appears to
preciude a significant inventory on loss of air. The design limits the leakage to a couple
of gallons per minute on each nozzle dam. With several hundred thousand gallons of
water above the nozzle dams this leakage rate is insignificant,
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Case 2: HRA No Cutoff

A case was conducted to verify the sensitivity of the results to the cutoff value. This
case was run with truncation level of 1€-16. The calculated CCDP was 1.6E-4. This
indicates that the cutoff implementation is a second order effect only.

Point Cut Set
Sequence Estimate Count
4 1.5E-05 8368
8 2.5E-08 3370
8 1.0E-08 25193
11 5.7TE-10 834
13 9.5E-13 134
16 4.6E-10 915
19 1.4E-04 4357
Total 1.6E-04 43171

Case 3: DC Flooding

The stator drop severed a fire water header pipa. It took approximately 45 minutes fo
stop this leakage. Before the leakage was stopped, water accumulated into the Unit 1
and 2 turbine buildings where it caused a small Unit 2 kV fire/explosion. This caused a
loss of offsite power to one division of Unit 2 AT power which was mitigated by the
associated emergency diesel generator. Water also started 10 accumulate into the Unit
1 SDC/DHR B pump vault. If this accumulation continued it could have failed the pump.
Potentially it could have impacted other Unit 1 squipment. Sensitivity cases were
conducted with various flooding probabilities and various combinations of impacted
equipment. Those combinations and their impacts are presented in the below {able.
These analyses assume that the flooding could not impact the Unit emergency diesel
generator or their associated 4kV switch gear and 480 v MCCs.

This analysis shows that if the flooding had not been terminated in a timely manner it
could have had a significant impact on plant safety.

Impacted Equimpment ccop
pa quimp Flood Probability = 0.1 Fiood Probability = 1.0'

One LPI/SDC/DHR pump . .
(either pump A or B) SE-4 2E-3
Both LPI/SDC/DHR pumps 1E-3 5E-2
A single HPI pump (either ,
A, B or C) no impact 1.8E-4
Two HP] pumps (A & B) no impact 1.8E-4
Two HP! pumps (A & C) no impact 2.2E-4
All three HP! pumps no impact 22E-4
All of HP1 and SDC/DHR 1,1E-3 2.5E-1

Notes:1) if the associated basic events are set to Trus instead of 1.0 the CCDPs are
somewhat lower as would be expected.
2) These sensitivity cases were run with truncation set to 1E-8.
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11.0

Case 4. impact of Loss of EDG Starting Air Compressors

The LOOP caused a loss of normal EDG starting air. If multiple starts of the EDG were
required this could impact the restoration of the emergency power. White it is difficult to
quantify the change in the EDG non-probability thal changes effect on the CCDP is
easily assessed. The analyst assumed that the non-recovery probability was double
from 7.14E-2 (for 72 haurs) to 1.4E-1. The new CCDP is 2.9E-4. Because the rigk
results are dominated by Sequence 18 which is the only sequence effected by the EDG
non-recovery probability, the change in CCDP is directly proportional to the change in
the non-recovery probability on Seqguence 19.

Comparison with Licensee Results

At this time the analyst has seen no licensee results {o compare.
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Appendix A: Model Figures
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._Figure A-1: Loss of Offsite Power Event Tree
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Figure A-2: Emergency Power Failure Fault Tree

Fault Tree

Note that the non-recovery probability was set to one in a change set
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Diagnose Loss of RHR/DHR Fault Tree
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Figure A-6: Gravity and F

orced Feed VFauit Tree

FFEED.LATES

Note the gravity feed portion of this FT is set to fail as gravity feed will not work because the physical level of the BWST is lower than the
refueling canal
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Figure A-7: Gravity Feed (without AC Power) Fault Tree

G

Note this FT is set to fail as gravity feed will not work because the physical level of the BWST is lower than the refueling canal
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Figure A-8: Low Pressure Recirculation Fault Tree
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Figure A-S: BWS? Refill Fault Tree
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Lat\e Recom; Fault Tree

Note the vaiue of the late recovery basic event varies with the time available




Appendix B: HRA Analysis
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Human Error Probabilities

A high level discussion of the Human Reliability Analysis (HRA) is presented above in Section 7 on Mode!
Development. Also included above is a summary of the HRA results. The following discusses the Human
Failure Events (HFE), the derivation of the in individual Human Error Probabilities (HEP). This HRA analysis
was done consistent with the guidance of NUREG/CR-6883, “The SPAR-H Human Reliability Analysis
Method,” dated August 2005.

The Human Error Probabilities (HEPs) for this analysis were calculated using the Low Power Shutdown SPAR-
H worksheets from NUREG/CR-8883. Consideration was given to the available time to perform the action, the
stress levels of the crew during the event, complexity of the action. crew experience and applicable and
relevant tralning, quality and thoroughness of procedures, ergonomics, fitness of duty issues, and the available
wark processes.
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B1 Operator Fails to Diagnose Loss of SDC before Boiling
HRA Worksheets for LPSD

Plant: ANOI

SPAR HUMAN ERROR WORKSHEET

Basic Ervent: SO-XHED-LOSHC
Hasic Bvent Description; Operator Fails to Diagnose Luss of SDC before boiling

Initiating Ewat:

Good

Insufficient miormation

(i

Part 1. DIAGNOSIS WORKSHEET
PSFs PSF Levels - Muitiplier for | Selected JPlense note specific reasons for
Dingnosis PSF PSF level selection in this
“column,
[Avadable Tove finadeguate tome Pl - 10 3 munwtes required, 8 hours avalable
Rarely adequate ume (323 Nominal) i
Nuntpel i 1
Exra time (between 1 and 2 xnommal and > than 30 min) 6 i
Expansive tme (> 2 xnominal and > 30 min} 0} N
fnsutficient information i
Stress foareme s
High 2 X
Nuntinad 1
Insufficient tnformution {
Complexty  JHighly S
Moderately Complex 2
Nutrinal i
TN
l()b» wus diagnoss o Pump stop with loss of powes &
Tasuihcient mfonmalon | abvious
Experence!  flow ti
[framning Nenranal i X
High fos
Insufficient information 1
Procedures  INot avaiabie 50
Incomplele 0
Avallable, but poor S
Nominad I X
Diagnosuc/symplomonenied 4N
Insufficient mfonmaton i
Erganomics/HIMissingMiskeading Nt
Poor 10
Naioad 1 X
(Yond i1, <
{nsufficient inforration 1
Fitness for Unfie fPiladure) = LG
Dty Degraded Fitness Al
Nonmal i X
Insufficient information 1
Work Poor 2
Processes Numinad 1 X

NHEP =

Negative PSFs adjustment (23 negative PSFs)

Final Diagnasis
HEP
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B2 Qperator Fails to Recover Loss of SDC/DHR before Boiling
HRA Worksheets for LPSD

SPAR HUMAN ERROR WORKS HEEY

Plaat: ANOL Initiating Eveat:

Basic Bvent: SD-XHE-X1,1.080C

Basic Event Deseription: Operstor Fails ta Hecover Lasy of S DC before boiling
ACTION WORKSHEET

Part Il

PSFs

PSF Levels

Maultiplier for
Action

Selected
PSKF

Plense note specific reasons
for PSF leve! selection in
this celomn.

Avalable Trne

Inadequate tmme

Time Available § =the 1ime required
Pavning time ]
Time avatabke s > Sxthe time required
Time availabke i > 50x the fpe requasd
Insufficiont information

P{falure) = 1,0
iQ)

o1}

001

30 imnutes wguied, 8 hours
vailable. SDC/DIR pumpy are
eated m the containment one

hailing occurs nlo contanment

operation of pumpes will be effecied

Stress

Fxrome
High

reming

Insufficiont infonvabon

Complexity

IHigllly

Maoderately

Noming}

Insuflicent information

3 RFem ~a B LA

Expenence/ Traming

ow

Nowmmg!

High

Instifficient submation

Procedures

Not available
Incomplie

Avaifable but poor
Nominai

Insufficient information

Ergonomxs/HMI

Musing/Misleading
Poor

Nommat

Cood

Insufficrent information

Pincss for Duty

Unfu .

Degraded Friness
Nomma!

st fficxnt infomation

Fritaiturcy - 10

Work Progesses

Poor

Nomma!

Cood

Insuificient informalion

<

— i — B e 1y
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B3 Operator Fails to Inject (AC power available) before Level Reaches TAF

HRA Worksheets for LPSD
SPAR HUMAN ERROR WORKSIHEY

Plant: NMPI miristing Bvent: Bastc Evwnt: 5D XHEXI-VMINJ
Basic Bvent Description: Operstor Funls o Inject after Level Rearhies Scram Setpoing snd before it Reaches TAF

Part fl. ACTION WORKSHEET

PSFs PSK Levels Moultiplier for  §Selected
' Action PSF

Please note specific reasons for
PSF level selection in this
column.

Available Time inadequate ttme [E(failuse}= 1.0
Time Available is = the toe required 108
[Nomina: troc 1
Toie available s 2 Sx the time requirsd 1R}
T available 8 > SOX the time required 0.0t N
{ns uffcwent mionnation \I

Stress BExrene

High

Nominal

Ins ufficient information

Camploxty Highly

Maodemtely

~Nomuial

Insufficient mformation

This assumes that condens ste
contucs 10 run on loss of UC, I
Jracking m core spray & required this
woukl be mederste,

Experence.raming oW

Noutnal

High

fns ufficient informaton

Procedunss Not available
Incompicle

Avaligble but poor
Nonpal

insufficient infommtion

o =
P RTIR-=] EREEEIS [T ST T

w
<

Ergonomics/HMI Missing/Miskading
Poor

Nogmal

Good

Insufficent mformation

o=

<
- —

Finess for Duly Unfd ) JPfatlure) = 1
Degraded Fianess
Noamal

Ins u ffickent informaton

W ork Processes Poor
Nomingl
Cood
Inznfficient miomwstion

TR Ty

P

=3

NHEP= 200808
Negative PSFs adjustment (23 negative PSFs) NA

Final Action HEP Z.00E83%
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B4a Operator Fails to Diagnose Need for Low Pressure Recire
HRA Worksheets for LPSD

SPAR HUMAN ERROR WORKS HEFT

Flant: ANCI

Initisting Event:  Basic Frents SD-XHEXL-LFR

Basic Event Description: Operator Fails fo Initiate Low Pressure Recire

Partl. DIAGNOSIS WORKSHEET
PSFs PSF Levels Multiplier for ] Selected [Please note specific reasons for
Diagnosis PSF PSF level selection ia this
column.
A vailable Time Hinadequate Lime fPifailure; =10 JEeed has been started thervfore there
Barely adequate time (x2/3 Nominal) 19 is a1 feast 24 hours to restan SDC
Nomial tine i
Fxtra e (botween | and 2 xnommal ard > than 30 min) {01
Expansive fine (> 2 x nominal and > 30 min) 0 X
Insufficient mfoaration 1
Strigs fxrorme A
Illigh 2 X
Nomiud 1
Insufficient mlormation |
Complexaty lighly S
Moderately Complex Z
Nonunal { X
0.5
Obvious dugnoss 01
Insufficient infosmation 1 JAScramseipomt is an obvious cue
Experience’  flow 10
Training Nominal } X
High 03
Insufficient information 1
Procedurcs  fNot avelable 50
acomplele 20
vailable, but poor 3
Nomnmal ) I X
Diagnostic/s ymptom orienied | (Y
insufficient information 1
Erponomics/HIMissing/ Misleading S0
Peor 10
Nomitial I X
Goed §0.5
Insutficient information 1
Fitness for Lnfit P(failure) = 1.0
Duty Depraded Fitnoss 3
Sominnl 1 X
Insufficient information 1
Work Poor 2
Processes Noms 1 X
[Govd ) .3
Insufficient i formation r;)

NHEP=

Negative PSFs adjustment (23 negative PSFs)

Final Dtagnosis HEP =
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Bab Operator Fails Action for Low Pressure Recirc

Plant: ANOL

Initiating Bwent:

Partll. ACTION WORKSHEET

HRA Worksheets for LPSD
SPAR HUMAN ERNOR WORKSHEET

Basic Bent: SD-XHEXL-LFR
Basic Bvent Description: Qperator Frils to Ioitiate Low Pressure Recire

{PSFs

PSF Levels

Multiplier for
Action

Sefected

PSF

Please note specific reasons for
PSF level selection in this
column.

Avaiabic Time

RBnadequate time

Nominaj tme

Iinsuﬂ‘ ickent i formation

Time Availshke i = the time required

Time avaidlable 8 2 Sxthe time requined
[Time avadable & > 50xthe tmme required

fPifilure) = 10

HE

0.1
0.0t

Sircss

Exgreme

High

Nownal

Insuflicient miormation

Curplexty

Highly

Modcrately

Nonual

mgufficient mionmation

Dperence/Training

Low

RN

High

Ins ufficient mformation

3

Progedures

Not available
Incomplw

Avadabk but poor
Nonwnal

Insuflicicnt information

[l IRV ] WY [regpee

3 1A
LTI -

Ergnnomics/HM!

Misseig Misleading
Poor

Nongnal

Good

insufficient intonmation

wn
0

10

=3
— Ly e
=

Fliness for Duty

Unfi

{0cgraded Fancss
NonEng

insuflickkm infommation

P(fatlue} = 1.0

Work Processes

Poor
Nimmna
Cood

<
p— N en 3R ma A

finsufficient nfommion

NHEP=

Megative PSFs adjmsiment (23 negative PSFs)

Final Action HEP
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Appendix C: Cutsets
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Top 20 Cutsets:
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Fairbanks, Abin

T AN ARSI
From: Tindell, Brian f"\g s g
Sent; Tuesday. November 19, 2013 2:21 M LT
To: Young, Matt; Fairbanks, Abin
Subject: FW. prelimianry draft of ANO Stator Drop SDP Draft Revison 0
Attachments: ANG1 LOOP SDP Analysis Rev 0.0.docx

FY1 -1 read through this. Preliminary Yellow just for the stator drop.

From: Wemer, Greg

Sent: Tuesday, November 19, 2013 3:03 PM

To: Bloodgood, Michael; Melfi, Jim; Tindell, Brian

Subject: FW: prelimianry draft of ANO Stator Drop SDP Draft Revison 0

FYI

From: Weerakkody, Sunil

Sent: Tuesday, November 18, 2013 11:46 AM

To: Loveless, David; Miller, Geoffrey; Werner, Greg

Cc: Mitman, Jeffrey

Subject: prelimianry draft of ANG Stator Drop SDP Draft Revison 0

Froms Mitman, Jeffrey . e e A e e
Sent: Thursday, November 14, 2013 4:32 PM “eler Yo NHREK AN AV
To: Weerakkody, Sunil !
Subject: ANO Stator Drop SDP Draft Revison 0

Sunil, attached is the subject analysis and a zip file containing the SPAR model for review and comment. The
Zip file may be too big to email to Region IV. I'm still working on the SDP on the loss of SDC at midioop.

Jeft Mitman



- Jorbey, Andres

fromy: Teisan, Ross j‘?l”u ﬁ--}’-ur ’:‘.‘v ~f '-'x-i-.’,m 4 fﬂj y‘:«ﬂ'!_f' ;{/»‘E.’ﬂ.-/“' ),D.Ll?f: //:l:’,!:@

Sent: Friday, Apei 05,2013 5:49PM  Z S5 Sepp At Ali L e eSS Joc

Yo Kebetz, Timothy

Ce: ' Lewan, Aran; Cauffman, Christopher: Kiett, Audrey; Levasseur, Gabilel lsom, jares;
Campbell, Stephen: Cartwright, Witiiair; Gamberoni, Marsha

Subject: FW: ANO MD &3

Attachments: MD 8 3 for ANO stator drop Rev3.docx

FY}~ ANO AIT

Frnm 'é_annter:, Stephenn  Flecr bwir
Sent: Friday, April 0%; 2313 9:36 AM
To: Nieh, Ho; Howe; Allen

Subject: Fe/: ANO MD 8.3
Altached iz a copy of the AND MD 8.3 determination.
Thanks

Stave

From: Ailen, Don

Sent: friday, April 05, 2013 9:25 AM _

Yo: Wang, Alan; Chernoff, Harokd; Weerakkody, Sunil; Balazik, Michael; Jones, Steve; Mendiola, Anthony; Panniar;
Stephen: Loveless, David; Clark, Jeff; Blount, Barbara; Garmon, David

Subject: FW: ANO MD 8.3

For the discussian at 9:00 central time today

Sent; Friday, April 05, 2013 8:18 AM

Cc: Alieri, Don; Miller, Geoffrey
Subject: ANO MD 8.3

Good Morning,
Please see the attached report. Thank you.

Respectfuly,

- Rustin "Russ” Lusk

Division of Reactor Projecls. Division Admin Assistant
U.8. Nuctear Regulatory Commission, Ragion 1V
Phone: {817) 2001184

Fax: (817} 200-1278




“Faih is being sure of what we do not see & certain of whatl we hape for”
™R.LP. Rick "Rypper” Rypien™




UNITED §TATES
NUCLEAR REGULATORY COMMISSION
REGION IV

1800 EAST LAMAR BLVD
ARLIKGTON, TEXAE 78011-45Y1

e

April 5, 2013

L S

MEMORANDUM TO: Arthur T. Howell IH, Regional Administrator

THRU: Kriss M. Kennedy, Director, Division of Reactor Projects

FROM: Donaid B. Alien, Chief, Reactor Projects Branch E

SUBJECT: MANAGEMENT DIRECTIVE 8.3 EVALUATION FOR ARKANSAS
NUCLEAR ONE

: Pursuant to Regitonal Office Policy Guide 0801, "Documenting Management Direclive 8.3
Reactive Team Inspection Decisions.” the enclosed table provides the Managerment Directive

=" 8.3 evaluation of the March 31, 2013, event at Arkansas Nuclear One involving the failure of the
Unit 1 main generator stator lifting rig. Based on the results of the MD 8.3 avaluation (attached),
I racommend that we conduct an augmented inspection at Arkansas Nucledr One. _

Concur with Recommerndation:

Arthur T. Howel! HI, Reglonal Administrator

Enclosure:
MD 8.3 Decision Documentation Form
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A. Haweall 11 ' -

Electronic distribution by RIV:

Regional Administrator (Art Howeli@nrc.gov)

Deputy Ragional Administrator {Robert.Lewis@nrC.gov}
DRP Direcior {Kriss.Kennedy@nrc.gov)

Acting DRP Deputy Director (Michael. Scott@nre.gov)
DRS Dlrec{or (Tom, Biount@nrc gov

Senior Resident lnspector (Aﬂ‘red Sanchez@nrc gov)
Resident Inspector (William.Schaup@nre.gov)

Branch Chief, DRP/E (Don.Adlen@nre.gov)

Benior Project Enginger, DRP/E (Ray.Azua@nrc.gov)
Project Engineer, DRP/E (lim Melfi@nrc.gov)

Project Engineer, DRP/E (Dan.Bradley@nrc.gov)

AND Administrative Assistant (Gloria, Hatlield@nrc.gov)
Public Affairs Officer (Victor.Dricks@nre.gov)

Public Affairs Officer (Lara.Uselding@nrc.gov)

_Pmuect Manager (Kaly. Kaiyanam@nrc gov}

B_ranch Chief, NRR/D&R_S!IO&B (Haro}d Chemoff@nrc gov)
Branch Chief, NRR/DORL/LPLA (Michasl.Markley@nrc.gov)
Branch Chigf, DRS/TSB {Ray.Kelar@nre.gov)

ACES {R4Enforcement Resource@nre.gov)

RITS Coordinator {(Marisa. Herrera@nrc.gov)

Regional Counsel {Karla.Fuller@nrc.gov)

Technical Support Assistant (Lorelita. Williams@nre. gov)
Cangressional Affairs Officer (Jenny Weill@nre.gov)

DRP Direstor, Region | (Darrell Roberts@nre.gov)

DRP Director, Region l (Rick. Crateau@nre.gov)

DRP Director, Region Il {(Steven Reynolus@nrc.gov)

R\ MD 83 Decisions‘ ADAMS ML
SUNS!I Rev Compl. . i1 Yes OO No | ADAMS ] “Yes (1No | 'Reviewer Initials | DBA
Pubhc’iy Avait CJ Yes #No - Sensitive (i¥Yes (INo | Sens. Type Initials | DBA

TBIount KKennedy

OFFICIAL RECORD COPY _ T=Telephone E=E-mail F=Fax




MD 8.3/IMC 0309

DECISION DOCUMENTATION FORM

(Deterministic and Risk Criteria Analyzed)

[lpLant _ Arkansas Nuclear One  [EVENT DATE 3/31/2013
(RESPONSIBLE EVALUATION
{BRANCH cHIEF Don Alien !DATE 4ni2n3

B n Wiarch 31, 2013, at approximately 7:50 a.m. {CDT), Arkansas Nuclsar One (ANG), Unit 1 which was
1lin a refusling.outage, lost offsite power and ANO Unit 2 experienced a reactor trip after 2. 600 ton
1 nefator szator fe%l prita. the turbine decx and then approxlmate y 30 feet oo the kam bay floor. The

Ibreater to: Lfnst 2 reacior coolant pump B 0 open. The loss of reactor coolant pump B resuited ina Umt 1

reacior frip, which had basn operaling at 100 percent pawer, Both units are stable and remain

h shmdowq

“HE tamr fall. Seven workers have been ireated and released from a hosprtal while one remains
| hcspxiaiized

: j".lth 1hs mss of offszte power o Unit 1, both’ Umt 1 emergency dxesel generators (EDGs) szaned and

J&d tesei_generators mntimm o supply power ta the vital elec’mcal busses

flALe-22 am. (COT), offsite power fo Unit 2 from startup transfarmer 3 was lost because water from a fire
{imain caused a short circuif. AND Unit 2 EDG 2 starled and energized the train B vital elsctnical bus,
i hlte train A vitat and non-vital elecirical busses wers re~energized from slartup transformer 2. Tha 1
flsupply preaker from startup transformer 3 faited because of water intrusion stemmving from damaged fire{§
tsuppression system piping. Openators cooled down Unit 2 to hot shutdown. i

EM 10:44 a,m. {COT), the icensee declared a Notification of Unusual Event because the faijure of the
_:ﬁmpply breaker may have been caused by an explosion in the breaker cubicle, The evert was
ferminated at 6:21 p.m. (CDT) because the affecied electrical bus was not energized and there was no
ather damage. The fire suppression system to ANO Unit 1 is shuldown due to the damage {o the fire
tvdter system piping. Damaged porlions of the ANO Unit 2 fire protection sysiem have been isoiated.
E.dditional fire water pumns have been pesitionad 10 provide fire water i necessary. The licensee has
testablished fire waiches in the auxiliary buildings of both units.

The de’ta:ministk: criteria de&crﬂaed in MD 8.3 and MC 0305 was reviewed, and the criteriz tisted below

-1- Enclosure




,@/‘/{ OLLe

i |

[ /N

mmgate an actual event

the electrical buses supplying offsite power to Unit' 1. The damage
resulted in Unit 1 tosing both trains of offsite power, Both EDGs for Unit 1
started automatically and are suppmng power to their buses.. The Unit 1
fire suppression system was damaged and during the event and portions
of the system are secured. A portion of Unit 2's flre water sysiem was
damaged and caused the feeder breaker from a startup transformer 1o
open, This resulted in a partial loss of offsite power to Unit 2.

e, {nvolved possible adverse generic implications

Remaks-  The failure of the lift system resulted in the main generator stator damaging

Rematks-  Nuclear power piants conduct lifts of heavy equipmert from time to time.
Adthough unknown at this time, the cause(s) of the failure of the lifting rig:

could have adverse generic implications.




RISK ANALYSIS BY-  David Loveless 'imr-s.- Aprit 1, 2013

AR

= :mmmwwmm
Brief description for the basis of the assessment:

B O

The senior reacior analysi evaluated the risk.of this event using the Arkansas

i Nuctear One, Unit 2, Standardized Plant Anadysis Risk (SPAR) model, Revision
i 8.21, Inspection Manual Chapter 0609, Appendix G, Attachment 2, and other
qualitative assessment tocls.

B The analyst assumed that the event in Unit 2 was similar to an uncomplicated
raactor transient with Switchgear 2A2 out of service. The resulting conditional core.
damage probability (CCDP), 1.1 x 10.-6, indicated the lower bound of the rigk from
the drop. Assuming that the risk could be bounded on the high side by modeling
the event as a plant-centered foss of offsite power, the CCOP was quaniified as

1.3 x 10-5.

f@aga

The analyst used Figure 8 from Appendix . Attachment 2, to assess the rigk of the
drap event on Unit 1. The licensee informed the analyst that one of the breakers
required to. power the vital busses from the allernate.ac diesel generator was not
available because of potentia! damage from the event, Therefore, the analyst
caleuiated the probability of an emergency powsr supply system demand faifure at
4, 49 x 10-3, assum‘mg that only Diesel Generators 1 and 2 were available to supp‘ly:

Ja

not exp&ctad to be retumed for some fime. t_he a_na lyst set the pro_babm(y of f;a:lure_ Z
to restors offsile power to 1.0, The probabifity of not recovering a postulated diesel
generator fa:ture within 18 hours was denved usmg the SPAR as 3 63 %1 {M The.

fallure Eeadmg to core damaga “The resu ting CCDP was 1.6 x 10-4.

The analyst noted that there were saveral unknown aspects of the event that coutd
I affect the risk. These issues are listed below:

Unit 1:

! . The failure probabilily for the emergency diessl generators was set using a
probabllity for fallure-to-run for 24 hours. As the diesels are demanded for fonger
periods of time, the probability of failure to run increases faster than the probabifity

of recovery. Therefore, this probability would suggest an incieased CCDP,

. Configuration and operation of the instrument air system would have an

impact on the probabllity of a lass of inventory from the refueling pool.

R 23-
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_CONDITIONAL RISK ASSESSMENT !

. Condition Report indicates that there was a loss of all instrumentation

related to the nozzle dam seals.
. The ability of eperators 1o vent the containment following boiling in the

retueling pool would have an impact on the success of alternative strategies.

Unit 2:

i The condition and structural integrity of the walls and ceiling of the Turbine
Building 362 - foot elevation switchgear area can affect the probability of continued
offsite power o the unit

Peer Review:
v ~ The analyst’s results were peer reviewad and concurred upon by analysts
from NRR/DRAJAPOB. '

Licensee:

v The analyst discussed this analysis with the licensee’s anaiysts. The
licerisee does not have a shutdown risk model, Their qualitative risk tooi indicates -
that a loss of offsite power while shutdown is a Red condition. During the initial
discuseion, the licensee stated that the evaluation seemed reasonable for Unit 1
risk, but requested that we give them more credit for the available time to recover

power,

event of 2x 10-7. The licansee did not consider Bus 2A2 t¢ be unavailable, nor-did-
they account for the candition it was in at the start of the event. Additionally, the
licensee did not account for the secondary equipment that was not powsred

because of Diesel 2-2 supplying Bus 2A4.

Nete: description may inclide assumptions, calculations, referencas, poer review, or GOmpansan with
ficensee resulls.

THE CONDITIONAL CORE DAMAGE PROBABILITY (CCDP) IS Unit 1 1.6E-4

[WH!CH PLACES THE RISK IM THE RANGE OF

Unit 2: 1.1E-6 - 1.3E-5

B

I
i
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fizlense,

RESPONSE DECISION AND BASIS

USING THE ABOVE INFORMATION AND OTHER KEY ELEMENTS OF
CONSIDERATION AS APPROPRIATE, DOCUMENT THE RESPONSE DECISION TO
THE EVENT OR COND’T!ON AND THE BASIS FOR THAT DECISION

| emevsees

Augmentad Inspection

BASIS FOR THE RESPONSE

agad on mestng the two deterministic criteria, and the resulls of the conditional risk
ssessment {including the uncertainties associaled with assessment), | have concluded
that the NRC should conduct an augmenled inspection at Arkansas Nuclaar One.
Information gathered during the inspection wilf be evaluated to determine if an augmented
inspection is the appropriate response 10 this gvent.

lcoMPLETED BY [Donald B. Allen DATE

1lBRANCH CHIEF |Donald B. Allen DATE
REVIEW

||precToR
APPROVAL

[t:wrssou Kriss M. Kennedy DATE




